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On Bol Algebras

J. Rukavicka

rukavij@fel.cvut.cz

Department of Mathematics, Faculty of Electrical Engineering, Czech Technical University,
Technické 2, 166 27 Prague 6, Czech Republic

A vector space V equipped with a bilinear operation /a,b] and a trilinear operation
[a,b,c] is called a left Bol algebra if it satisfies the following identities:

[a,a,b] =0, 1)
[a,b,c] + [b,c,a] + [c,a,b] =0, 2)
[xy.labc]] =[[x y.a], b c] +[a [x y.b]. ] +[a b, [x y c]], 3
[ab] =- [ba], Q)]

[ab[cd]] = [[abc].d] + [c[abd]] + [cd[ab]] + [[ab][cd]],  (5)
for all a,b,c,dx,y in V.

The first three equations (1), (2), and (3) define the so called Lie triple system. From
the Lie triple system one may construct a left Bol algebra by defining a bilinear operation
[a,b]=0.

An alternative way of defining a Bol algebra is by usage of a derivation on a ternary
operation and a pseudo-derivation on a binary operation. The derivations and the pseudo-
derivations are linear maps on /" and it holds for a derivation D:

D([xy.z]) = [D(x).y.z] + [x.D®).z] + [xy.DE)]

and for a pseudo-derivation P, there exists z in V' (the companion of P) such that:

P(lxy]) = [PO)y] + [xPO)] + [xyz] + [2[x)]]. (6)

Hence a left Bol algebra may be defined as a Lie triple system with a skew-symmetric
bilinear operation /x,y/, such that the derivation D, »(x) = [a,b,x] is a pseudo-derivation on the
bilinear operation /x,y/ with the companion /a,b].

Before giving other example of constructing a Bol algebra, recall a definition of
alternative and left alternative algebras. We say that a vector space equipped with bilinear
operation — usually marked just by a juxtaposition xy — is an alternative algebra if the
associator (x,y,z) = x(yz)-(xy)z vanishes for (x,x,y) and (x,y,y). For a left alternative algebra we
require just the first condition (x,x,y)=0.

By defining a bilinear operation /[x,y/=xy-yx on an alternative algebra, one obtains a
Malcev algebra. Recall that the Malcev algebra is defined as an anticommutative algebra such

that it holds J(x,y,/x,z])=[J(x,y,z),x], where J(x,y,z)=[[x,y].z] +[[y,z],x] +[[z.x],y] is so called
Jacobian. The Malcev algebras constructed in this manner are called special.

12
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By defining a bilinear operation /x,y/=xy-yx and a trilinear operation /x,y,z/= x(yz) -
y(xz) - z[x,y] on a left alternative algebra, one obtains a left Bol algebra, see [1]. In this sense,
Bol algebras generalize the notion of Malcev algebras.

It is still an open question if every Malcev algebra can be constructed in the way
presented above. This problem has been investigated in [2] for free algebras, where the
question has been reformulated to the question whether the kernel of the natural
homomorphism of the free Malcev algebra of countable range into the special Malcev algebra
of the corresponding free alternative algebra is nonzero. As for the moment the bases are not
known for both free Malcev and alternative algebras, the question is hard to be answered. In
[2] the base for the free Malcev superalgebra on one odd generator was constructed. Due to
[3] and [4] this enabled to obtain a base of the space of skew-symmetric elements in the free
Malceyv algebra of countable range.

As Bol agebras generalize Malcev algebras, it is a challenging question to try to find a
base of a free Bol algebra. One can begin as well by the free Bol superalgebra on one odd
generator. The first step consists in defining a Bol superalgebra by multilinear identities. In
general, the construction of a base contains two steps; first, one has to find a generating set,
and second, one has to prove that the elements of the generating set are linearly independent.
In fact, there are not many classes of non-associative algebras where the bases are known; free
non-associative, free (anti)commutative and free Lie algebras are examples of them. In the
case of associative algebras the problem is pretty simpler.

References:

[1] JOSE M. PEREZ-IZQUIERDO: An envelope for Bol algebras Journal of Algebra 284
(www.elsevier.com/locate/jalgebra), 2005, pp. 480-493.

[2] 1. P. SHESTAKOV: Free Malcev superalgebra on one odd generator Journal

of Algebra and its Applications, 2 No. 4, 2003, pp. 451-461.

[3] L.P. SHESTAKOV: Alternative and Jordan superalgebras Siberian Adv. Math.,

9(2) 1999 pp. 83 - 99

[4] M.VAUGHAN-LEE: Superalgebras and dimensions of algebras Int. J. of Alge-

bra and Computation, 8(1) 1998 pp. 97 - 125
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Mathematical models of multiphase flow in porous media
including dynamic effect in models of capillary pressure
R. Fudik, J. Miky$ka

fucik@fjfi.cvut.cz

Department of Mathematics, Faculty of Nuclear Sciences and Physical Engineering
Czech Technical University in Prague, Trojanova 13, 120 00 Prague 2, Czech Republic

In order to understand and predict flow of immiscible and incompressible fluids in porous
medium, it is crucial to develop a reliable model of capillarity. Capillary forces acting on the
fluids are commonly described by the capillary pressure, defined as the difference between
the non-wetting (air) and the wetting (water) fluid pressures.

In the past decades, various capillary pressure - saturation models were correlated from
laboratory experiments in equilibrium conditions. These static capillary pressure - saturation
relationships such as the Brooks and Corey or the van Genuchten model, have been used in
almost all mathematical studies on modelling of multiphase flow in porous medium.
However, soil physicists have found that the laboratory measured static capillary pressure -
saturation relationship does not correspond to the effects of capillarity in the large scale
dynamic systems and holds only in the state of thermodynamic equilibrium. Consequently,
the static capillary pressure - saturation relationship cannot be used in the modelling of
capillarity when the fluid content is in motion. Thus, a new model of the capillary pressure -
saturation relationship is proposed in [3] and referred to as the dynamic capillary pressure
model. The thermodynamic definition of macroscale fluid pressures enables for expressing
the dynamic capillary pressure in the form

oS,

ot
where p.?[Pa] is the static capillary pressure model already known from the literature,

p.=pi-t

s

7 [ML'T?] is the material property of the system, and S, [-] is the saturation of the wetting
phase (water).

The inclusion of the dynamic capillary pressure in the existing mathematical models has been
a subject of investigation of various researchers for the simplified flow situations as for
instance for the case of the Richard's problem. However, the relevance of using the dynamic
capillary pressure in the full two-phase flow system of equations has not been answered yet.
Therefore, a fully implicit numerical scheme has been developed by the authors that can be
used for such a detailed investigation of the saturation and capillary pressure behavior when
dynamic capillary pressure is used instead of the static capillary pressure in the full system of
two-phase flow equations. Moreover, the numerical scheme enables for solving the two-phase
flow equations for the case of a heterogeneous porous medium, where the continuity of the
capillary pressure across the material heterogeneities requires solving an additional equation
at each such material discontinuity.

Altogether, the fully implicit numerical scheme for the one-dimensional incompressible and
immiscible two-phase flow enables simulation with the non static capillary pressure models in
both homogeneous and heterogeneous porous media. The numerical scheme is validated and
its order of convergence is estimated using the analytical and semi-analytical solutions for the

14
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static capillary pressure - saturation relationships. The semi-analytical solutions can be
derived for both homogeneous and heterogeneous porous medium, see [1] and [2]. Once the
numerical scheme is validated and found to be convergent for the static capillary pressure -
saturation relationship, the model of the dynamic capillary pressure is employed in the system
of equations and tested for different models of the dynamic capillary pressure parameterz .
Laboratory measured parameters were used in such numerical simulations including three
main functional models of the dynamic effect coefficient 7 - as a constant, a linear, and a
loglinear function of the wetting phase saturation S, . The laboratory experiments were held

in the Center for Experimental Study of Subsurface Environmental Processes, Department of
Environmental Science and Engineering, Colorado School of Mines, Golden, Colorado. The
laboratory experiment consists of multiple drainages cycles in a vertically placed column
filled with water.

The numerical solutions for the dynamic capillary pressure show that the dynamic effect has a
significant impact on the magnitude of the capillary pressure while the change in the
saturation profiles may be considered negligible in some cases. The constant model of 7
showed rather unrealistic profile of the numerical approximation of the capillary pressure
because the spatial monotonicity was different with respect to the results obtained with the
static capillary pressure model, see [4].

Results of the numerical simulation indicate that the dynamic effect may not be so important
in drainage problems in a homogeneous porous medium, but, on the other hand, it is of a great
importance in highly heterogeneous media where the capillarity governs flow through
material interfaces. Hence, a detailed numerical study of flow of air in porous medium with a
single material discontinuity revealed that the linear and loglinear model of 7 accelerates
flow of air across the interface for both directions of the flow from coarse to fine sand and
vice versa. The constant model of 7 however did not seem to influence much the speed of
flow of air across the material interface compared to the results obtained using the static
capillary pressure model.

References:

[1] FUCIK, R.- MIKYSKA, J. - ILLANGASEKARE, T. H. - BENES M.: An Improved
Semi-Analytical Solution for Verification of Numerical Models of Two-Phase Flow in
Porous Media Vadose Zone Journal no. 6, 2007, pp. 93-104.

[2] FUCIK, R.- MIKYSKA, J. - ILLANGASEKARE, T. H. - BENES M.: Semi-Analytical
Solution for Two-Phase flow in Porous Media with a Discontinuity Vadose Zone Journal
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Distributed artificial intelligence stands for relatively well established fields. There are two
typical directions in this: distributed problem solving and multi-agent systems. The present
grant attempted to put these two directions together: utilize the multi-agent techniques and
concepts for improved distributed problem solving. Following areas were examined: the
eHealth application, distribution problems, and operation in the environment with renewable
resources.

First area that was examined in more detail within this grant, were the renewable resources and
their exploration by a multi-agent system. First of all, simple model with a finite amount of
renewable resources was designed and implemented. Afterwards, the agent actions were
examined as well as their decision making procedures. The decision making decided to
continue loading from particular resource or to move to another one. This procedure reflected
the number of successful visits of particular resource, whether the last visit has satisfied the
requirements and how the agent is curious to visit resource that was not visited for a longer
time. These agents operate in the environment and strive to exploit the material. The function
of the multi-agent system is evaluated from different point of views, namely total exploration,
number of agents survived, number of resources not desolated. The system is optimized, but
only from the decision point of view, i.e. things like number of agents, resources, their physical
properties and capabilities are fixed. The first point where the system can be optimized is the
conflict resolution. If more than one agent meets at the same resource, they the question arises
which one will load the material in given time instant first, whether the stronger one, the
weaker one or whether the order is random. This conflict resolution has been parameterized.
Other parameter expresses the optimal satisfaction of the agent when the agent is at strongest.
Next parameter states the implicit preference to travel in comparison to the preference to stay
and load. Final parameter was the hastiness. These four parameters of the system were
optimized with respect to above mentioned objective criteria. The optimization (search of non-
dominated solutions) was performed with a modification of a genetic algorithm. It has been
shown that the travelling appetite has a strong influence on total exploation and

Another area examined were eHealth applications of multi-agent systems. Preparing a book
chapter, a systematic research has been done and the integrative role of multi-agent systems in
the e-Health was mentioned. This work does not relate to the topic of the grant directly,
nevertheless, it was very useful for explicit definitions and theoretical background necessary for
other work and esp. for the thesis.

The examined third area is the specific distribution problems. There are some heuristics for
solving distribution problems. Nevertheless, such heuristics suppose the linearity of the
objective function. A very particular problem was examinated in detail: how to divide people
into discussion groups with respect to their interpersonal relationships. If the average

satisfaction with such distribution would be used, we would face just an instance of usual
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distribution problem that can be solved by linear programming methods. Nevertheless if we
deal with the satisfaction of the at least satisfied group member, we the complexity of the
problem increases. The problem has been generalized and it covers much more specific and real
problems. The complexity of this problem was examined and through reduction of the maximal
independent subset it has been shown that the problem is NP complete. Consequently, there
designed three different methods for the solution of this problem. The first one has used well
established differential evolution algorithm and applied it on the ranking of group members.
The individuals are divided into subgroups with respect to the ranking. Another method stems
from principles of genetic algorithms. This method uses the representation of individuals
division into subgroups and defines operators like crossover and mutation. The third method is
based on some implicit principles that can occur if autonomous individuals attempt to divide
themselves into subgroups. These methods were compared and it has been shown that the first
two are better than the third one.

Other work is performed in the direction of global optimization. However, this work will be
published in 2009 therefore it is not reported here as the result of the grant.
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In the field of material science, the dislocations are defined as irregularities or errors in crystal
structure of the material. The presence of dislocations strongly influences many of material
properties. This justifies the importance of developing suitable physical and mathematical
models. From the mathematical point of view, the dislocations are defined as smooth closed
or open plane curves which evolve in time. They are located in a plain called slip plane. Their
motion therefore is two-dimensional.

Our work deals with the numerical simulation of dislocation dynamics. Dislocations are
described by means of the evolution of a family of closed or open smooth curves
I'(t):S — R*,t>0. The curves are driven by the normal velocity v which is the function of
curvature x and the position vector x €I'(f). In this case the equation is defined as
v=—k+F. The evolving curves can be mathematically described in several ways. One
possibility is to use the level-set method, where the curve is defined by the zero level of some
surface function. One can also use the phase-field method. Finally, it is possible to use the
direct (parametric) method where the curve is parametrized in usual way. In our case, the
motion law is treated using direct approach solved by two numerical schemes, i.e., backward
Euler semi-implicit and semi-discrete method of lines.

For long time computations with time and space variable external force F(u,?), the algorithm
for curvature adjusted tangential velocity is used. This algorithm moves points along the curve
according to the curvature, i.e., areas with higher curvature contain more points than areas
with lower curvature. This improves numerical stability and also accuracy of computation.
Unlike the case with no tangential force, the equation is not given by a simple formula but it is
based on the relative local length between points.

The equation we solve has the following form:

1
BB
uX u

"
where X is the parameterized curve, u is the parameter,  is the redistribution parameter, and
F(u,?) is the external force.

t

u

In the curve dynamics in general, and in the dislocation dynamics in particular, topological
changes may occur (e.g., connecting or splitting, closing of open curves, etc.). The parametric
approach does not handle them intrinsically, and we therefore need an additional algorithm
allowing for such changes of discretized curves. The algorithm which we developed for this
problem is not supposed to be universal for every situation and possibility. Main purpose is to
simulate topological changes that can happen during dislocation dynamics. We assume that
curves can touch only in one point but the there can be more connections or divisions in one
timestep. Details are described in [2].
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Schemes were tested on open or closed curves with or without tangential redistribution of
points. At first, we simulated evolution of a circle and compared with analytical solution.
Experimental order of convergence and absolute error were measured. Then, we simulated
more complex shapes. See [1].

Our method is now applied to the real physical problems, such as Frank-Read source,
dislocation evolution in the channel, evolution through grains in material, etc. For example,
the simulation of the Frank-Read mechanism which describes how new dislocation loops are
created, makes use of parts of our method. At the beginning, we have a line dislocation (i.e.,
open curve with fixed ends). An external force is applied to the dislocation line. The curve
keeps expanding until it touches itself. At this moment, the curve splits into two parts -
dipolar loop and dislocation line. The loop continues in expansion. The dislocation line will
again undergo the same process.

References:
[1] PAUS, P. - BENES, M. Numerical Simulation of Dislocation Dynamics Proceedings of
Slovak-Austrian Congres 2007

[2] PAUS, P. - BENES, M. Topological changes for parametric mean curvature flow
Proceedings of Algoritmy conference 2009
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Behavior of civil engineering structures described by large scale models are in the
focus of the engineering community. Numerical models based on the system of partial
differential equations are usually obtained with the help of some numerical method. The finite
element method is the most used method in numerical analysis. It transforms the original
problem described by the system of partial differential equations or by the minimization of
suitable functional to the solution of a system of algebraic equations. The number of
equations depends on applied mesh of finite elements. The number of equations grows with
the number of nodes and elements in the applied mesh. The finer mesh is used, the more
equations are generated. There are basically two kinds of methods for solving of the system of
algebraic equations. Direct methods are the first group of these methods. Direct methods are
based on Gaussian elimination. Iterative methods are the second group of methods for solving
of the system of equations. Iterative methods are often based on minimization of the quadratic
form connected with the system of equations. Booth groups have advantages and
disadvantages. Disadvantage of the direct methods is large demands on memory capacity of
computers in the case of the large scale systems of equations. Disadvantage of the iterative
methods is large demands on elapsed time of computers. Parallel computers offer
significantly greater memory and computational power than single-processor computers.
Parallelisation of sequential algorithms of solvers of the system of equations can be very
difficult. Domain decomposition methods are used for solution of the large scale systems of
equations on parallel computers. There are many variants of domain decomposition methods.

The FETI (Finite Element Tearing and Interconnecting) method is a nonoverlapping
domain decomposition method, which was introduced by Farhat and Roux in 1991 in article
[1]. The FETI method is based on decomposition of the general domain into smaller
subdomains, where the continuity condition on boundaries is enforced by Lagrange
multipliers. This method divides unknown displacements into two types — internal
displacements and boundary displacements, which belong to boundary among subdomains.
Lagrange multipliers are defined to connect appropriate boundary unknowns. The original
system of equations is reduced to a coarse problem, where Lagrange multipliers and
coefficients of the linear combination of base vectors of the null space of the stiffness matrix
are unknown. The coarse problem is solved by the modified conjugate gradient method. The
classical method of the conjugate gradient can be used for symmetric positive-definite
matrices. Modification of the conjugate gradient method is needed because stiffness matrices
of subdomains are only positive semi-definite. Unknown displacements are computed from
Lagrange multipliers and from coefficients of the linear combination of base vectors of null
space of the stiffness matrix after solving of the modified conjugate gradient method. More
information about FETI method can be found in articles [1, 2] and in the book [3]. In the
articles [1, 2], there are two basic preconditioners for the FETI method. The optimal
preconditioner which is called Dirichlet preconditioner and the economical preconditioner
which is called lumped preconditioner. The economical preconditioner is simpler than the
Dirichlet one because it is based on matrix-vector multiplication. Submatrix defined by
interface unknowns is selected and interface parts of subdomain vectors are multiplied by this
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matrix. The Dirichlet preconditioner is more complicated because it is based on the Schur
complements. Preliminary step therefore contains computation of the Schur complements
which may be time and memory consuming. Ordering of nodes and unknowns is not arbitrary
and is similar to the ordering used in the substructuring method. During the final phase of the
FETI method, interface parts of vectors are multiplied by the Schur complements in each
iteration.

In order to achieve parallel scalability, the preconditioners are necessary. A domain
decomposition method is said to be scalable, if its rate of the convergence does not deteriorate
when the number of subdomains grows [3]. Scalability is tested on suitable benchmarks.
Principle of scalability testing:

e choice of mesh size on each subdomain,
e choice of direction in which the number of subdomains is growing,
e gradual growth of the number of subdomains.

Supercomputer HPCx and cluster Ness at the EPCC (Edinburgh Parallel Computing Centre)
of the University of Edinburgh and heterogeneous cluster Perun at the Department of
mechanics of the Faculty of Civil Engineering of the Czech Technical University in Prague
were used for scalability testing.

The FETI method has been implemented into the code SIFEL earlier but without
preconditioners. The SIFEL code [4] is developed at the Department of Mechanics of the
Faculty of Civil Engineering of the Czech Technical University in Prague. It is an open
source code for mechanical, transport and coupled problem written in C language. The code
works on a single-processor as well as multiprocessor computer. The parallel version of the
code is based on the MPI library [5] and distributed memory architecture is considered.

In case of the preconditioned FETI method, the rate of convergence is independent on
the number of subdomains. Results in non-preconditioned FETI method shows slow increase
of the number of iterations with respect to increase of the number of subdomains. Our
implementation of FETI method has nearly the same results for supercomputer HPCx, cluster
Ness and cluster Perun.
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One of the most famous thought experiments concerning quantum theory is Einstein-
Podolsky-Rosen paradox which was published in 1935. This paradox was designed to
demonstrate that quantum theory is incomplete and therefore the results of quantum theory
could be described by classical theory if one imposes hidden variables.

An important milestone in discussion on incompleteness of quantum theory was the
proof of Bell’s inequality in 1964. Bell showed [1] that the correlations between two systems
(which are no longer interacting but have interacted in the past) have to satisfy certain
inequality if the global system can be described by classical physics. However, this inequality
is violated by some expectations of quantum theory. The violation is caused by different
description of observables in quantum and classical physics. Bell’s inequalities have provided
a possibility to decide a conflict between quantum theory and “local hidden-variable theory”
by performing an experiment. The derivation of Bell’s inequalities is based on the locality
principle which means that for noninteracting systems the measurement on one system cannot
disturb the other system. Bell’s inequality was the first one from the set of inequalities which
are called Bell-type inequalities (or simply Bell’s inequalities). It is interesting to note that
Bell-type inequalities can be used to test not only the predictions of classical theory but also
that of quantum theory. In particular, the family of Bell-type inequalities includes the
Cirel’son’s inequality which provides a quantitative bound on a correlation experiment in
quantum theory.

The mathematical description of both classical and quantum theory can be unified to a
general C*-algebraic framework. In this approach it is assumed that observables of the
physical system correspond to self-adjoint elements of a C*-algebra. A state of the system is
then described by a positive normalized linear functional on given C*-algebra. A result of
measurement (i.e. expectation value) is given by the value of a given state at the
corresponding observable. A difference between classical and quantum theory in this
framework lies in the fact that in the case of classical theory the underlying C*-algebra is
commutative whereas in the case of quantum theory it is non-commutative. This algebraic
point of view is powerful in many branches of physics research and can be applied to study of
Bell’s inequalities and their algebraic structure (see [2-3]). (For introduction to elementary
notions of a C*-algebra see [4]).

The work deals with the generalization of the Cirel’son’s inequality to all complex
linear spaces. We are also interested in the circumstances under which the bound in the
inequality is attained. Let X be a complex linear space equipped with a positive sesquilinear
form Q. The sesquilinear form defines the quantity

1
1:5‘Q(a17b1 +b,)+0(a,,b, —b,)

where a,,a,,b,,b, are elements of X whose seminorms induced by Q is less or equal to one.

s

We have proved that y have to be less or equal to V2, which generalizes considerably
hitherto known estimations. Moreover, our arguments are based only an appropriate
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application of the Schwartz inequality and do not require advanced operator algebraic
techniques used in [2, 3].

Suppose further that X is a complex *-algebra and ¢ is a positive normalized
functional (called state) on X. Then ¢ induces naturally positive sesquilinear form Q on X by
O(x,y) = @(y * x) . If this form is definite, then ¢ is said to be faithful. Let us note that Q is a
far reaching generalization of correlation dualities arising in the quantum field theory. Our
main result shows that the bound /2 is attained in this situation if and only if the elements q,
and a, are realization of the Pauli spin matrices. From mathematical point of view this
generalizes considerably results in [2, 3], especially for mutually noncommuting subalgebras.
In physical interpretation it shows that Einsten-Podolsky-Rosen experiment is the only
possibility how to demonstrate that Bell’s inequalities are maximally violated.
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The construction of effective bases of free algebras is one of most important and
difficult problems in the theory of non-associative algebras. There are not many classes of
algebras where such bases are known: free non-associative, free (anti)commutative and free
Lie algebras are the most known examples besides polynomials and free associative algebras.
A. L. Shirshov formulated the problem of the construction of a base of the free alternative
(respectively left alternative, Jordan, Malcev, binary-Lie) algebra on n-generators. Note that,
contrary for example to the Lie algebras, the free alternative algebra contains non-trivial
nilpotent elements and zero divisors; moreover, the free alternative ring has elements of finite
additive order. This makes the problem of the base more complicated, and it seems natural to
consider first some special cases.

Subject of our interest are relatively free alternative algebras of nil index n (or
alternative nil, algebras). Recall that, nil, algebra consists of nilpotent elements satisfying
x"= 0. Suppose that the ground field has characteristic zero. Then the variety of alternative
nil, algebras can be defined by multilinear identities.

It is known that for every multilinear variety of algebras V, one can consider the
corresponding /-Grassmann algebra, which is isomorphic as a vector space to the subspace of
all skew-symmetric elements of the free V-algebra. Thus, it seems interesting to construct a
base for this subspace. Due to works [3, 4] that formalized the method of construction the
superalgebra from the algebra, the problem is reduced to the free V-superalgebra on one odd
generator, which is easier to deal with.

We will consider alternative superalgebras. In general, a superalgebra means a Z,-
graded algebra, that is an algebra 4 which may be written as a direct sum of subspaces
A=Ay + A, subject to the fact that the subspace 4;4; is the subspace of Aisjmod 2. The
subspaces A4y and 4; are called the even and the odd parts of the superalgebra 4 and so are
called the elements from 4, and from 4,, respectively. Below all the elements are assumed to
be homogeneous, that is, either even or odd. A superalgebra 4 =A4,+ 4, is called an
alternative nils-superalgebra if it satisfies the super-alternativity (see [2]) ad super-idetity W(u,
v, w) =0, where

W, v, w) = (un)w + (-D)** 2w + (=1) 2“2y +
(=)™ ww)v + (=1)=(vu)w + (—1)> 200y

and the symbol x = i means the parity of the homogenous element x in 4;. We denote by A/z-
Nil;/0;x] the free alternative nil;-superalgebra on one odd generator x. Now let us construct a
base of it.

In general, the construction of the base consists of two steps. First one must construct a pre-
base, that is a set of elements which span the superalgebra, and next prove the linear
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independence of the pre-base elements. We essentially used the base of the free alternative
superalgebra on one odd generator x A/¢/0;x], which base was constructed in [2]. We examine
the super-identity W(u,v,w) = 0 to construct a pre-base of the alternative nil; superalgebra on
one odd generator x Alt-Nil;/0;x] (see [1]) and next proved the linear independence of these
elements.

The linear independence may be proved by induction on degree of homogeneous basic
elements or by defining formally a multiplication on the basic elements and then proving that
the obtained algebra satisfies the desired axioms. We have shown the linear independence of
the pre-base of the alternative nil; superalgebra on one odd generator A/t-Nil;/0,;x] using the
second method.

We defined a new superalgebra C generated by the element a by giving its base and
multiplication table. After that, we verified that C satisfies the super-alternativity rules and
W(u,v,w) = 0. That means this superalgebra C is alternative and nil; Than we considered the
surjective homomorphism of superalgebras f: Alt-Nil;/0,x] — C, defined by the condition
f(x) = a. 1t happened that f maps our pre-base of A/-Nil3/0;x] to the base of C. Since the
elements of the base of the superalgebra C are linearly independent, so are their pre-images in
Alt-Nil;[0;x] and this superalgebra consists of the base which we have proofed.
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The action of electric discharges and the plasma generated by them is one of the
possible methods of decontamination or sterilization, mediated by bactericidal action of UV
light and reactive particles. The method is not yet frequently used in practice, but it is
potentially important, especially for the decontamination or sterilization of heat labile or
otherwise sensitive materials. Its various experimental arrangements, advantages and status of
research in this field were reviewed in details in, e.g., [1], [2], [3] and [4].

We studied the decontamination or sterilization of surfaces and liquids by low
temperature plasma generated in corona discharge. The simple apparatus of an open-air type
enabling the point-to-plane or point-to-point arrangement was used.

For the surface sterilization, the negative point-to-plane corona discharge was
generated on the point electrode represented by the tip of a hypodermic needle. The plane
anode was realized by the surface of an agar cultivation medium. The microorganisms under
study were “wild” strains of the following species isolated at the Institute of Immunology and
Microbiology: a yeast Candida albicans, bacteria Escherichia coli and Staphylococcus
epidermidis. The suspensions of microorganisms were inoculated onto the surface of culture
medium and exposed to the corona discharge. The samples were exposed to the discharge for
the times for 1 to 6 minutes. After exposition, the samples were cultivated and the inhibition
zones were measured. In the case of liquid sterilization, a drop of appropriate bacterial
suspension was placed on the hydrophobic surface of a sterile silicone disc and exposed to the
discharge. The disc was then washed into physiological saline, inoculated on cultivating
medium and the number of colonies was counted after incubation.

The bipolar point-to-point corona discharge was generated on a pair of hypodermic
needles arranged in an angle of 30° with tips approx. 4-6 mm apart. The exposition, zone
measurement or bacterial counting was performed in the same arrangement mentioned for the
point-to-plane discharge.

From described experiments we obtained following results. In the case of sterilization
of the liquid by the point-to-plane discharge we have found that the drop of bacterial
suspension becomes sterile after 2 and more minutes of exposition to the discharge. In the
case of point-to-point discharge we have found that the drop of suspension becomes sterile
after 2 minutes for the bacteria Staphylococcus epidermidis, 2.5 minutes for bacteria
Escherichia coli and 4 minutes for the yeast Candida albicans.

More interesting results were obtained for surface sterilization. While in the case
of point-to-plane discharge we obtained circle and well bordered inhibition zones with
diameters of 1to 4 mm depending on the exposition times for 1 to 16 minutes, in the case
of point-to-point discharge applicated on surface, we obtained asymmetric punkable inhibition
zones of two types. In the case of yeast Candida albicans and gram-negative bacterium
Escherichia coli the inhibition zones were well bordered and clear of any surviving colonies,
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but for the gram-positive bacterium Staphylococcus epidermidis we have obtained punkable
inhibition zones with the reduction of survival colonies only and without or only with very
small zone of total inhibition.

We found, that after the same exposition, the inhibition zones are larger and the number of
surviving bacteria is lower in the case of point-to-point discharge as compared with the point-
to-plane discharge. Fact, that two types on inhibition zones have been observed holds the
conclusion, that in the case of point-to-point discharge the sterilization agens has different
efficiency and probably other mechanisms of the disturbing of microorganism’s structures.
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In this paper we introduce the possibilities of spontaneous self-structuralization of
auto-reproducing biological systems with discrete diffusion and partially describe its
behaviour. Those possibilities are studied by the mathematical apparatus using the auto-
catalysis and the diffusion process as a long- and short-distance force respectively. The auto-
catalysis is fitted by the Verhulst’s logistic equation and the diffusion process is fitted by the
transport of elementary subjects (bio molecules, viruses, bacteria ...) between discrete
locations based on the Fick’s law in non continuous space. Potential effect of an external force
is included into the system as the diffusion symmetry violation. This system was analyzed in
one- and two-dimensional space for various input conditions: speed of reproduction, intensity
of diffusion and external influence on the system. It is exposed that for proper control
parameters and initial conditions the system exhibits spontaneous self-structuralization, what
may be used for the description and prediction of the behaviour of real inorganic, organic or
biological systems concretely e.g. microelectronics (viral nano-electronics) or biosensors.

It is generally known that inorganic, biochemical, biological or social systems for
some levels of evolution enter the non-stable state and the creation of several time-space
structures may arise. These processes are discussed in wide synergetic literature. Due to
known mathematic analysis two necessary system conditions must be fulfilled: existence of
long-distance force (physical field, auto-catalyze) and short-distance force (diffusion), which
may be realized for biological systems also: the auto-catalysis and the diffusion (migration) as
long- and short-distance force respectively.

The basic logistic equations, which determinate the spontaneous discrete replication
systems, are described by the Verhulst’s equation. Although it is only partially applicable, it
was demonstrated that acquired results are in good correlation with the general characteristics
of evolution of nearly all realistic and complicated systems. Consequently we prefer this
simplified technique. The process of the discrete growing system is formulated by the
Verhulst’s logistic equation.

First satisfying results were observed in 1-D system in the case of chaotic distribution
of initial states. It was shown that the structuralization is objectively present, but it is not
ordered sufficiently and it is changing with dependence on various initial states. On the other
hand in the same system with only one non-zero initial cell the sequential step by step creation
of homogenous periodic structure is apparent. Next results have been obtained in the case of
non-symmetric diffusion. We observed that in 1D model the linear diffusion violation does
not generate qualitative structure changing. The attendance of the violation causes the moving
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of the structures in positive or negative direction only and due to the periodic boundary
conditions, no new structure was observed.

Consequently the numerical analyzes for 2-D system was done. The analyzed system
consists of square lattice of N x N cells where N = 128. In the first case, initial cells states
were set chaotically as was described above. The numerical simulations show that the
probability of structure formation depends on the control parameters and initial state and that
this dependence is similar like in 1-D model. Nevertheless very interesting results were
observed for cases where the initial values distribution was set to zero except one or several
cells. The advantage of this case is that the formed structure is predicable and does not depend
on chaotic influence like in previous case. Contrary to the 1-D model where the external force
does not act the creation of qualitatively new structure, in 2-D model attends the creation of
interesting structures. This asymmetric diffusion disturbs the symmetric aspect of the
structures, which appear as if they were waft by the wind.

Finally we take into account the potential of arising of ordered structure in the chaotic
regime. Despite of our expectance the structure was apparent. From this result it can be
concluded that the system transition to the chaotic regime does not suppress the ability of the
system to create the structures and that the external force has similar influence on the system
as in the non-chaotic state.

The evolution of simple discrete biological systems (viruses, bacteria or macro
specimen) was demonstrated using the numerical gap analyses of appropriate logistic
equation. It was demonstrated that with the participation of diffusion and proper parameters
the systems are able to self-organize themselves. Although it may seem strange, similar
inorganic phenomena are known from the real life experience. For example the order of
snowdrifts, sand dunes and clouds in the sky or gigantic self-organization processes like were
(and are) the creations of galaxies or stars from homogenous matter. It was shown, that
described discrete systems based on Verhulst’s equation with diffusion are able to self-
organization in the modes with two and more stable states and despite the experience in
regime of deterministic chaos also. This knowledge has noetic, that means cognitive, aspect,
but it is possible that reached results may have the practical application in the field of
“bioelectronics”, particularly “viral nanoelectronics”.
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The processing of the neutron and deuteron characteristics and processing of the
interferograms is one of several themes of my PhD studium. The source of processing signals
is the device PF 1000 situated in Institute of Plasma Physics and Laser Microfusion, in
Warsaw, Poland. This device is the biggest discharge source of neutron in European Union
with neutron yield up to 6x10'" per shot. The experiments were processed on this device by
the students and workers of CTU Prague since 1994. As a neutron and high X-ray detectors
we have plastic scintillation probes of 5 cm thick, equipped with fast photomultipliers,

The probes were situated downstream (at distances of 7.0 m, 16.3 m and 58.3 m), upstream (at
distances of 7.0 m, 17.0 m, 30.3 m, 44.2 m and 58.3 m) and side on (at distance of 7.0 m).

For the neutron yield measurement, indium and silver activation counters were used.

The interferometer used in system is the Mach-Zehender type with 16 beams delayed 10-20ns
and the NdYAG laser with the parameters energy of the pulse 1J and the length of the pulse 1
ns. Mach-Zehender interferometer is used for precise measurements of refracting of
transparent objects, although it is not as sensitive as Michelson interferometer for which the
laser beam passes objective volume measured object twice.

The neutron signals are filtrated with using the wavelet transform [1, 2] and neutron energy
distribution [3] is calculated for each shot.

From the energy distribution of the neutrons in axial direction and the set of the several shots
(7 in our example) we can obtain some others characteristics. We processed the spectral
distribution of axial component of deuteron produced neutrons energy as a function of the
deuteron energy axial component [4], the distribution of the axial component of deuteron
energy multiplying with the quadrate of the deuteron energy as a function of the axial
component of the deuteron energy. Futher from that characteristics we calculated the
dependence of the energy distribution maximum on the neutron gain, which is approximately
linear function. The dependence of the energy distribution maximum on the time between
maxims of the signals registered in the distance 7 m in the directions downstream and
upstream is approximately quadratic function.

The next step is to obtain the deuteron energy distribution in all directions from the neutron
distribution. The basic idea is calculation of deuteron energy distribution with using isotropic
distribution for lower neutron energy and distribution with the main component in the axial
direction for higher neutron energy.

The resulting dependence was calculated according to the formula (1):
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The last part of my work for today is concerned on the processing of the interferograms,
which a reached from the Mach-Zedenher interferometer. From the reference picture we can
calculate the width of the active zone in plasma focus, which is about 2cm. After that we can
calculate the density of the deuterons and total number of deuterons in the plasma across the
active zone.

The mean density of deuterons, which is the same to the mean density of the electrons, was
calculated as

N

=—(2),

AAd
where N is a number of the streaks in definite small area (2cm is choosed ), d is the diameter
of plasma focus and 4=~4.4-10-16 is constant, which is obtain the benefit of one electron to
the streak displacement.
The results were calculated for 7 interferograms, which were produced in different times of
discharge and were brought up to the 3-D graphs

n,=n,
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The three-dimensional structures of enzyme [-galactosidase from an Antarctic
bacterium Arthrobacter sp. C2-2 with bound ligands have been determined at resolutions of
2.2, 2.5 and 3.3 A. Three complexes with bound D-galactose, D-galactonolactone and IPTG
(Isopropyl B-D-1-thiogalactopyranoside) were determined. IPTG is an inhibitor for this
enzyme, diffraction data were collected on an in-house source of X-ray radiation using
rotating anode. The resolution limit is 3.3 A. The data for complexes with D-galactonolactone
and D-galactose were collected in ESRF in Grenoble using synchrotron radiation. D-
galactonolactone is an inhibitor for this enzyme and the D-galactose is a product of the
catalyzed reaction.

The enzyme B-galactosidase (EC 3.2.1.23) belongs to the enzyme class called
glycosylases which catalyze hydrolysis of the terminal B-D-galactosyl of B-D-galactosides. It
is attractive for research and industry because of its wide range of biotechnological
applications (to reduce the energy costs, to treat lactose intolerance, to prevent crystallization
in sweet products, to increase its sweetening power, to simplify fermentation during
production of soured milk products, to modify the freezing point of ice creams, etc.).

Arthrobacter sp. C2-2 is an Antartic bacterium which is able to exist at low
temperature. This enzyme from Arthrobacter sp. C2-2 is adapted to low temperature and
beres several distiret structural features. The biggest one is that this enzyme forms hexamer
with molecular weight of 660 kDa. These hexamers were indicated in solution and in
asymetric unit of crysta in contrast to P-galactosidase from E. coli which forms
homotetramers.

Each monomer consists of five domains and contains 1023 residues. The active
site is localized in the TIM barrel domain in the center of each monomer and contains the pair
of catalytic residues Glu442 and Glu521. There are two distinct binding modes for the
galactosyl group of substrate - shallow and deep. Each binding mode has specific hydrogen
bonds between enzyme and ligands. In the cold adapted enzyme, the residue Trp552 is
responsible for binding in the deep binding mode and the residue Cys999 for binding in the
shallow binding mode. One of the most important differences between the mesophilic and the
psychrotropic counterpart is residue 999. In the mesophilic enzyme there is a tryptophane
which is replaced by cystein in the psychrotropic enzyme. In previous research it was
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determined that the necessary condition for binding in the shallow binding mode is presence
of trpyptophane on the top of the active site. But in this case, trpyptophane is replaced by
cystein. In spite of this, one molecule of ligand was found in the shallow binding mode in the
active site of enzyme P-galactosidase from Arthrobacter sp. C2-2 in this study.

IPTG is bound in the shallow binding mode. IPTG is located on the top of the
active site and in contact with Cys999. IPTG is bound in the very similar position as IPTG in
the structure of the mesophilic B-galactosidase. It is an evidence that tryptophane is not
necessary condition for binding in the shallow binding mode.

The molecules of D-galactonolactone and D-galactose were found in the deep
binding mode.In comparison with the shallow binding mode, the galactosyl moiety is rotated
by about 90° and shifted deeper into the active site to rest on Trp552.

The molecule of D-galactose was found in a chair conformation in each monomer.
Its oxygen atom 1 is in f-anomer configuration. The galactose 6-hydroxyl binds directly to
the sodium ion. The binding is not accompained by any conformational change of the enzyme
as opposed to the complex with D-galactonolactone. There is only a small difference between
the molecule of D-galactose and D-galactonolactone: D-galactonolactone has the double bond
between carbon C1 and oxygen Ol atoms. This small difference causes a large structural
change in the case of the complex with D-galactonolactone.

The molecule of D-galactonolactone was found in the active site of each
monomer. The 6-hydroxyl binds directly to the sodium ion in all three structures. The binding
is accompained by an enzyme conformational change - Phe585 is rotated and the side chain of
His335 moved up closer to the active site.

Unit cell parameters are very similar in all three complexes but as far as the
complex with IPTG the packing of the hexamers differs.

As a part of the supported research, the crystallization conditions for anhydrolases
from different sources were found and optimized. Several obtained crystals were tested using
synchrotron radiation in BESSY in Berlin.
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Classical interferometry belongs to the key methods in plasma diagnostics. Its far more
sophisticated version, allowing reconstruction of up to three sets of independent data from just
one interferogram - the phase shift, the amplitude, and the phase shift time derivative - was
developed in the past and became known as complex interferometry (CI) [1]. For analysis of
recorded data objects (complex interferograms) the fast Fourier transform (FFT) needs to be
employed. Hence, for practical applications of CI, special computer software is required.
Moreover, to obtain appropriate physical quantities from the reconstructed phase shift,
amplitude, and phase shift time derivative, the Abel inversion algorithm needs to be used. One
such algorithm, extremely fast and potentially very accurate, which is also based on FFT, has
been developed in the past [2] and became part of the analyzing software. Many versions of
such software for various operating systems have been developed over the last twenty years
and they are being routinely used in several laser laboratories all around the world [3].

Due to its potential as well as complexity, fine tuning of this software is still an
ongoing process. In our last major upgrade of this software a new algorithm for the phase shift
reconstruction was first developed and tested separately in MATLAB. Subsequently it was
included as an option in the main software package. This option can be used in cases where
besides the usual data a completely signal free complementary interferogram is also recorded.
This approach allows omit a rather sensitive side lobe shifting procedure in the Fourier space.
And as an important byproduct it also takes care about any rather frequently encountered
systematic errors caused by the interferometer setup - either due to imperfect optical
components employed or their insufficient alignment.

Another, much more important research activity supported by this grant was
connected with experiments performed in two laboratories abroad (Hungary — University of
Szeged and Republic of Korea — Korea Atomic Energy Research Institute). At both places we
were invited to design, assemble, and put into operation the Fresnel bi-prism based Nomarski
type interferometers. Subsequently, these interferometers were employed for diagnostics of
laser produced plasmas. With our software used for analysis of recorded interferograms.

In Szeged the interferometer design was made to allow for complex interferometry in
order to measure spontaneously generated magnetic fields (SGMF). During two measurement
campaigns (4+2 weeks) a successful application of such interferometer was first verified in
diagnostics of sparks produced by their femtosecond laser in the air. This was followed by
laser matter interaction studies performed as a necessary prerequisite for much more
complicated SGMF studies. Unfortunately, due to laser related problems which gradually
developed and were beyond our control, these SGMF related measurements could not be
accomplished during the second campaign. However, the overall success could be
demonstrated by the fact that based on our first experimental campaign we were invited to
perform similarly at KAERI. Moreover, our colleagues from the University of Milan decided
to send for the second campaign one of their students to Szeged to learn about these

diagnostics.
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Our somewhat unexpected one week only visit to KAERI could be regarded as a
complete success. The inerferometer itself was designed in advance through mutual
consultations. As a result of that we succeeded to make it operational already during the very
first day. The remaining part of the week thus became available for experimenting. In this
particular case the cryogenically cooled D, gas (kept under a very high pressure - up to 100
atm) was subsequently released through the nozzle into the vacuum chamber creating clusters
as a result of further cooling caused by the gas expansion. This clusterized gas was then
irradiated by a high intensity femtosecond laser. Very fast ionization of these clusters with
electrons quickly escaping left these clusters positively charged causing their subsequent
coulombic explosion. Velocities which some of these nuclei could gain during these
explosions were sufficiently high for D-D fusion to take place in case they would come on a
collision course. Existence of such collisions was monitored by measurement of generated
neutrons.

Dozens of interferograms for various gas backing pressures had been recorded both
with and without the laser action taking place. In the latter case rather unique interferograms
were obtained containing simultaneously the plasma channel (with index of refraction smaller
than unity) and neutral gas regions (with index of refraction /arger than unity). From the point
of the analyzing software application the most important fact was its capability to reconstruct
the phase shift of both of these distinctly opposite regions simultaneously as well. Naturally,
for calculation of corresponding plasma density or neutral gas profiles it was then necessary
to deal with both regions separately. Also, it should be mentioned, that in order to fit on the
CCD chip both of these regions while keeping maximum possible spatial resolution a very
sophisticated original optical setup was invented and applied.
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One of the great challenges for thin film deposition methods is to find new technologies which
could be clean, easy-to-use for non-stop process and at the same time economically viable. Many
low pressure plasma techniques have been developed in the recent years and their efficiency have
been largely demonstrated [1], but these low pressure techniques require a large amount of
expensive vacuum equipments. Thus the development of a new plasma technology operating at
atmospheric pressure which could be more cost-effective for on-line thin film deposition over large
surfaces, is a real industrial problem. Among the different discharges already developed to produce
plasmas at atmospheric pressure, the dielectric barrier discharges (DBD) are particularly attractive
because of their simplicity, cheapness, great flexibility in terms of geometric shape, working gas
mixture composition and operating parameters. Thus DBDs are commonly used to produce non
thermal plasma usable for many applications such as UV emission, ozone generation, surface
modification and flux gas treatment. Under special conditions a diffuse mode of the DBD, so-called
atmospheric pressure glow discharge (APGD), exists. It is obviously performed in rare gases, but
DBDs are mostly operated in a filamentary mode at atmospheric pressure.

There are many materials which need to improve or change their surface properties without
changing bulk properties, e.g. by deposition of thin layers on the material. There is a vast number of
thin film deposition methods available and in use today [2, 3]. All methods have their specific
limitations and involve compromises with respect to process specifics, substrate material limitations,
expected film properties and cost. Among prospective methods can be filed plasma enhanced
chemical vapour deposition (PE-CVD). PE-CVD is mostly operated at low pressures, but, recently,
some papers already mentioned first attempts of thin layers deposition with atmospheric DBD
(ADBD) [4]. The main benefits of PE-CVD ADBD technology would be high speed non-stop
processing of large-size products, including thermally sensitive materials, ie. on-line thin film
deposition on different large substrates in a low-priced working gas (nitrogen, argon or air).
Atmospheric PE-CVD thin film deposition method would be most certainly attractive for many
branches of industry.

In atmospheric pressure conditions the existence of DBD filamentary discharge mode with
inhomogeneous character of the discharge is highly probable. Thus there is necessary to find such
deposition conditions that would make possible homogeneous treatment of surfaces (and
homogeneous thin film production) in the ADBD.

Among metal oxide thin layers TiO, layers have found widespread applications due to their
electrical and optical properties. These thin layers are widely used e.g. for the photo-oxidation of
water, photo catalysis, electrochromic devices, as antibacterial coatings, etc.

Our research deals with a study of an atmospheric pressure PE-CVD process in ADBD.
We have investigated the influence of some deposition parameters on properties of TiO, layers
grown from a TTIP/O,/Ar gas mixture.
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ADBD PE-CVD system consists of plexiglass reactor [(90x79x41) mm], gas input and AC
power supply (supply voltage (12.5+14) kV/50 Hz). The dimensions of electrodes were
(45x8x18) mm and (40x17x18) mm, respectively. The greater, grounded, electrode was covered by
the glass plate ((70x46x1) mm). Experiments were carried out in air atmosphere (relative humidity of
35-40% and room temperature 20+22°C) with inlet gases. Metal organic compound titanium
tetraisopropoxide (TTIP) (97%) was used as a precursor. It was heated, evaporated and mixed with
argon and then transported into the discharge region. The temperature of the precursor was
maintained at approximately 30°C. Gas flow rate was adjusted by means of the mass flow controller.
For all experiments 10 minutes deposition time duration was chosen due to results of preliminary
tests. Surface morphology of the TiO, layers deposited on glass substrates was studied by the
atomic force microscopy (AFM) and water contact angle (CA) test (with distilled water drops” size
about 0.5 pl, 60 s duration).

CA measurement results were used for detection of TiO; layers wettability in dependence on
oxygen or argon concentration in the processing atmosphere. Our TiO, layers have very high
hydrophilicity (contact angle 5°-10° corresponding to the Ar flow rate 1 V/min and O, flow rate
1 Vmin and 5 Vmin, respectively). Ar flow rate increase to 2 Vmin led to rapid hydrophilicity decrease
(CA changed to 50°).

The hardness of our layers was qualitatively assessed by a scratch test and adhesion was
checked by a simple adhesive tape test. For deposited layers thickness measurement an elipsometer
was used. The roughness thickness was about 40 nm. AFM topography (scan size 10x10 pum) has
shown that the best homogeneity thin layers were prepared at precursor evaporation temperature
30°C, Ar flow rate 1 Vmin and O, flow rate 1 V/min and 5 V/min, respectively. The images of samples
prepared with increased Ar flow rate (2 /min) have shown layers characterozed with a smoother
surface but also containing peaks up to 140 nm. Existence of peaks significantly affected results of
CA tests.

In conclusion we can report that our results have verified the possibility of TiO, layers
deposition by ADBD PE-CVD. It seems that the ADBD power is one of critical parameters
determining the growth rate velocity and characteristics of the deposited layers. Further studies into
morphology and process optimisation are underway.
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In this research project, the differential radiography and tomography as a method of
dual energy applicable to filters was being solved. The objective of this study was to suggest
such a system that would not only improve the quality of image (better contrast), but as well
in case of differential radiography, would determine the thickness of the two-component
materials, and in case of differential tomography, would classify the individual components of
an object that being tested in a way that the images based on atomic number and density could
be achieved. However, the required aim consisted of working out a numerous partial tasks,
which was necessary to solve subsequently.

Firstly, the appropriate filters had to be calculated for relevant energies. The use of
filters with appropriate thickness of different elements produces a method to quasi-
monochromatize X-ray beams. In order to conduct calculation, the spectrum outgoing from an
X-ray tube had to be known. The simulation of the spectrum by Monte Carlo Code GEANT 4
provides sufficient and necessary data. Computation of transmission through filters uses the
supporting table of absorption coefficients as well as the equation for transmittance. Two
kinds of filters were considered. So called, pre-filters employ the combination of filters
mainly with atomic number higher than 60. The second group, designated as K-edge filters,
has a dominant effect at the energy of the K-edge of filters. Therefore, the element type and
thickness was suggested and transmission through filters simulated. This study showed that
the following types of filters met the best criteria for quasi-monochromatic radiation with
respect to the energy in range from 40 keV to 80 keV: 0.25 mm Yb, 0.2 mm Gd, 0.1 mm Sb.

Further, the suggested filters were applied to the experimental measurement of
differential radiography. Herein, the differential radiography yields the better contrasted
image. Radiography measured at two different energies tuned simultaneously by X-ray tube
voltage and current, and applied filters enables us to establish the system of equations for
setting thicknesses of the tested multi-components materials. However, the system was
incomplete since more than two unknown independent variables occurred. For that reasons the
estimation of that unknown input variables was necessary. The obtained results were not
enough accurate. The measured thicknesses differ more than required and could be use for the
first approximation. Taking into account the knowledge of detector response (efficiency), the
measured thicknesses would reach more precise results. The next study following this project
will be continuing to achieve the more accurate data.

The area of differential tomography constitutes a phenomenon that could be solved in
a few different approaches. Except improving the quality of the image, the two approaches
were considered.

The qualitative method is based on the peak photon energy above of the K-edge of the
element. When using Gd filter, the method is effective for material with atomic number in
range from 55 to 60 (Cs — Nd). When using Yb filter, the method is effective for material with
atomic number in range from 58 to 65 (Ce — Tb). The principle of this method is that the
above mentioned elements increase their attenuation coefficient while others elements
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decrease, and therefore, these elements can be delineated. The application of this approach is
limited only to a specific type of elements.

The second applied method deals with a quantitative differential tomography. Since
the image acquired from computed tomography represents a matrix of attenuation coefficients
determined by the composition and density of each volume element (voxel) the image
interpretation for samples with multicomponents is considerably complicated. Measurements
made with X-rays in a dual energy system can give enough information to differentiate
between density and composition contributions to the image. This system could be solved [1]
while regarding monochromatic radiation. For two discrete photon energy peaks, the modeling
of the total cross-section at these two energies for all elements which are intended to occur in
a sample could be determined. The total cross section is composed of two parts: photoelectric
absorption and Compton scattering. The photoelectric interaction is strongly dependent on the
atomic number and density of the absorbing medium (the probability approximately depends
on Z° — Z°); the Compton scattering is predominantly a function of the electron density of the
material (the probability approximately depends on Z). Photoelectric attenuation dominates at
lower energies and becomes more important with higher atomic number, while Compton
scattering dominates at higher energies and becomes more important at lower atomic number..
The new parameter k given by the ration of theoretical cross sections for low and high energy
measures was calculated. For the range of & for a subgroup of a few elements, the energy
dependent coefficients for a defined subgroup were set by fitting.

The parameter k given by the ration of the linear attenuation coefficients from the two
tomograms was assigned to above defined range of k. The energy dependent coefficients
deposited into the equation of the total cross section make possible to determine the effective
atomic number and consequently the density.

However, this approach performs well when only the monochromatic radiation is
applied. In our tomography system, the pertinent arrangements must be carried out to
decompose two tomograms into the effective atomic number and density images. To create
such a robust system, the other study followed to this project has been just started.
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Transformation of extreme rain events in the watersheds depends largely on
infiltration into soil. Infiltration during extreme rain represents the near saturated water flow
in the upper soil layer. It was shown in the literature that such flow may be affected by many
effects, which are not conventionally considered by models nowadays. This includes slow
infiltration into dry soil caused by soil repellency, the preferential flow, temporal changes of
hydraulic properties due to various physical reasons (e.g. changes in volume of the entrapped
air) or caused by biological processes. Relatively simple methods of measurements of
effective infiltration properties of soil, accounting for the above mentioned effects, are disc
tension and ring ponded infiltration experiments [3].

Current study is focused on measurements of near-saturated hydraulic properties of
soils exhibiting the preferential flow and temporal changes of the hydraulic properties. The
field tension and ponded infiltration experiments were conducted to estimate the soil
hydraulic properties of the soils with preferential pathways (Dystric Cambisol, Korkusova
Hut, Sumava, Czech Republic). The soil under study exhibits preferential flow, as well as
dependence of saturated hydraulic conductivity on the water content at the beginning of the
infiltration event [2]. Zones of preferential flow were in previous studies shown through
analyses of photographs taken during laboratory dye tracer infiltration experiments performed
on undisturbed soil samples.

The field infiltration experiment was carried out in a shallow pit for a period of one
day. The upper boundary condition was controlled by the tension disk infiltrometer (Soil
Measurement Systems, Tuscon, Arisona, USA), the propagation of a water front was
monitored by two tensiometers (Irrometer Co.) equipped with electronic transducers (Omega
PX 202, Omega Engineering, Inc., USA) installed in the depths of 20 and 40 cm below the
infiltration disc.

Infiltration was started with tension - 4 cm and the same pressure head was maintained
overnight for 24.5 hours. Then PVC barrier was built around the disc and pressure head was
raised to + 2 cm creating ponded conditions. After both tensiometers placed below the area of
infiltration reached the positive pressure readings, the infiltration disc was removed (in time
25.5 h) and redistribution started.

Cumulative infiltration fluxes and continuous pressure head data from depths of 20
and 40 cm below the infiltration disc were the direct outputs of the experiment. Additional
information about the wetting front propagation in x-y plane was obtained from photographs
of the disc surroundings; the wetted area was significantly darker then soil at the initial soil
moisture [2].

Soil hydraulic properties were evaluated by inverse modeling of the infiltration
experiment. Two dimensional axisymetric numerical simulations were conducted to evaluate
the results of the experiment. We used dual-permeability approach based on two interacting
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water flow domains (matrix and preferential flow domains), each governed by one Richards’
equation [1]. The parameter estimator PEST coupled with the simulation code S2D_DUAL
[4] were used.

The reference parameters (derived from retention curves which were obtained by
standard pressure extractor method) were taken as the hydraulic parameters of the soil matrix.
The input hydraulic parameters were subsequently inversely optimized. The saturated
hydraulic conductivity of the preferential flow domain and the transfer term were optimized
to fit rapid response of the tensiometers after the start of ponded infiltration. Objective
function for optimization was defined by means of differences between measured and
simulated cumulative infiltration fluxes and suction pressure heads from two depths.

Results from experiments on Cambisols have shown that the dual permeability
approach produces significantly better fit to the observed pressure and flow data than the
single porosity model. We successfully simulated the rapid increase of water front velocity
after the change of upper boundary pressure to ponded conditions. The simulated propagation
of the wetting front at the surface around the infiltration ring is in very good agreement with
the observation.

The method based on tension and ponded infiltration combined with the simultaneous
monitoring of pressure heads seems to be a promising method for estimating the near
saturated hydraulic properties of Cambisols. The mathematical model based on dual-
permeability approach is a good tool for numerical simulations.
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The shape of the wave-front that is transformed by an optical element is changed depending
on its properties. This fact can be used in many areas of science and technology e.g. in the
field of adaptive optics that deals with the problem of the wave-front correction. Nowadays, a
great attention is paid to the design and development of special optical elements that enable to
change continuously some of its properties. Such optical elements can be used for defined
shaping of the transformed wave-front. These elements are based on the use of some basic
optical phenomena (mostly the reflection and refraction of light, diffraction and polarization).
Our work deals with the aberration properties of the deformed mirror that enables to transform
the shape of the incident wave-front in relatively wide range and with sufficient speed.
Depending on the construction of the mirror it is possible to design deformable mirrors that
can partially or rather fully compensate the aberration of the incident wave-front. The wave-
front reflected from such mirror will have the desired shape (e.g. plane or spherical wave-
front) or the residual aberrations of this wave-front will be reduced to acceptable value. Our
work presents a detailed analysis of the properties of a simple planar deformable mirror from
both the aspect of the analysis of the shape of the reflecting surface of the mirror and the
mechanisms that enable us to reach this desired shape. Finally, a simple experimental device
for practical realization of the optical system for wave-front correction is proposed.

Imaging by optical system

The point spread function (PSF) that gives us the distribution of intensity of light in the image
of a point source is the basic characteristic of imaging properties of optical system [1]. Many
factors can influence the PSF e.g. wavelength of light, aberrations of optical system, the shape
of the pupil and the transmittance of the optical system. The PSF can be further influenced by
the properties of the object or image space medium e.g. its inhomogenity i.e. the dependence
of the refractive index on the coordinates n = f{x,y,z) etc.. Spherical wave-front X is
transformed by this optical system to wave-front X’ the shape of which is different from the
ideal spherical wave-front X’ that would be formed by the ideal optical system. Assuming the
geometrical optics theory an ideal image of point 4 would be imaged as point 4,’. The optical
path difference W between the real wave-front £’ and the ideal wave-front ¥y’ is called the
wave aberration. Point spread function is given by the function /(x’y’) representing the
intensity of light in the image plane (when imaging a point source A).

In case of diffraction limited optical system i.e. optical system that is affected only by the
diffraction of light the normalized PSF is given by [1, 2]

2
I(x',y) = [#} , 0{:27”,&'2 +y7 sinul, (1)
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where A is the wavelength of light in the image space and u ‘., is the maximum value of
aperture angle in image space of given optical system. Due to the fact that the PSF of the real
optical system can be very different from the PSF of the diffraction limited optical system
there is a need of some methods that enable us to correct (minimize) the influences that result
in such difference. This can be achieved in many different ways. We will show a simple
method for the wave-front correction that is based on the deformation of a planar mirror.

Deformation of a plate

Assume a planar plate of circular shape that is fixed at its edge and exposed to a uniformly
distributed load. Let’s have a round plate with radius R and thickness 4. Furthermore 7 is the
distance of the investigated point from the center of the plate and p is the pressure that acts on
the plate. When we assume a plate with a finite value of thickness the relation for a flexure w
is given by [3]

2 2
w=w,rt +w,r’ +w,, mz—p , WZZ—L 2R2+i , WOZL R2+ﬂ R’ (2)
64D 64D 1-pu 64D 1-pu

where g is the Poisson ratio and £ is the Young’s modulus of elasticity of the plate material.

Correction of the wave aberration by the deformation of a mirror
Assume that the shape of the reflecting surface of a deformed mirror is given by the previous
relation and the incident wave-front is given by

W =W,a* + Wt 3)
After the reflection from the deformed mirror the wavefront W, will be given by
W, =2w—W =2w,=A4,r> + A", 4,=2w,~W,, 4,=2w,-W,, 4)
The Strehl definition (SD) is then given by
2
2 — = 1 4 1
SD =1 _[Tj E,, E, =W} - W,f/ =5 AR+ 5 AR + P A,A4,R° 5)
where
_ 2 R 2 R
2 _ ~ 2 w —_ <
W _RZ'([Wr rdr,Wy—Rz‘[Wr rdr (6)

By the deformation of a mirror due to the change of the pressure p one can maximize the
Strehl definition SD.
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The crystal and magnetic structures of the La,.Sr.CoRuO, samples x=0.6 and 1.4 were
investigated using the neutron diffractometer KSN-2 in Rez near Prague using the neutron
wavelength A=1.365. The results show that both compounds retain a high ordering (95(3)%
and 84(4)%, respectively) of Co and Ru ions in the alternating sites of the double perovskite.
This ordering, combined with important octahedral tilts, is described within the structure of
monoclinic P2,/n symmetry and enlarged \2a, x V2a, x 2a, unit cell with respect to simple
cubic perovskite. The cell parameters refined at RT are a=5.5865(8) A, b=5.5802(5) A,
c=7.886(1) A, V=245.84(4) A® for x=0.6 and a=5.5810(3) A, b=5.5410(3) A, c=7.8364(6) A,
V=242.34(4) A® for x=1.4. The extent of the octahedral tilt is 11.5° and 7.5° for x=0.6 and
1.4, respectively (average Co-O-Ru angle 157° and 165°). The bond lengths in the CoOs and
RuOs octahedra are <Co-0>=2.057(7) A, <Ru-0>=1.962(7) A for x=0.6 and <Co-
0>=2.014(9) A, <Ru-0>=1.944(9) A for x=1.4. These values are consistent, when compared
with distances reported for the Co”*/Ru’* compound x=1 (LaSrCoRuOs) [1,2], with
assumption that Co ions in x=0.6 remain divalent and the average Ru valence is decreased to
4.6. In x=1.4, the Ru ions remain pentavalent and the average Co valence is increased to 2.4.
The same trends has been derived from our preliminary LDA+U band structure calculations
for x=0, 1 and 2 — increase of the number of 4d electrons in the Ru atomic sphere on adding of
electron and decrease of the number of 3d electrons in the Co atomic sphere on removal of
electron. The calculations show, however, that mentioned valence assignment is only of
formal validity since the extra charge are partly attracted by the La and Sr sites and the rest is
distributed mostly out of the Co and Ru atomic spheres due to strong hybridisation of 3d and
4d levels with oxygen 2p states.

The determination of magnetic structure was performed based on the neutron
diffraction diagrams taken at 8K. Rather weak extra reflections due to AFM ordering were
observed in the positions given by propagation vector along the pseudocubic 111 direction, in
particular k='% 0 2 with respect to the crystallographic P2,/n cell. The magnetic arrangement
is thus the same as determined for x=0 and 1 by Bos and Attfield [1]. To illustrate the kind of
magnetic ordering, it is useful to view metallic sites in the double perovskite as two
interpenetrating f.c.c. sublattices consisting of Co and Ru, respectively. The observation of the
lines with k=" 0 ' defines that AFM arrangement in each sublattice is of type II, consisting
of ferromagnetic 111 planes. Such type is observed commonly in cobalt double perovskites
with second non-magnetic metal like LaACoNbOg (A=Ba, Sr, Ca; Tx=10-17 K) or La,CoTiOs
(T~x=20 K) while the AFM arrangement of type I consisting of ferromagnetic planes 001 is
reported for ruthenium compound Sr;YRuOg (Tx=26 K) [3]. In the present case, the
coexistence of two AFM arrangements of type Il means that the spins in 111 planes in
succession Co-Ru-Co-Ru alternate as +/+/-/- , but it cannot be distinguished from the powder
neutron diffraction data what are the relative moments and orientation of spin axes in the Co
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and Ru subsystems. Our LDA+U calculations show that spins are non-zero for both
subsystems and their magnitudes are comparable. Under this assumption the refinement for
x=0.6 and 1.4 gives the magnitudes of long-range ordered moments p(Co)~u(Ru)~1.0-1.1 ps.
It can be noted that the long-range ordered moments reported for LaSrCoRuOs [1] are larger,
LW(Co)~w(Ru)~2 ug, but also reduced compared to the full theoretical value ~3 .

In summary, the La,.SryCoRuOs double perovskites with x=0.6 and 1.4 are mixed-
valency oxides with hoping conduction of the n and p type, respectively. The neutron
diffraction combined with the magnetic susceptibility measurements show that the samples
are magnetically ordered with Ty determined to 60 K for x=0.6 and estimated to 60-80 K for
x=1.4 . The observed AFM arrangement of type II in both the Co and Ru sublattices
demonstrates that the nearest-neighbour interactions Co-O-Ru are marginal and ordering is
governed by the 180° Co-O-Ru-O-Co AFM exchange paths [4]. The existence of competing
90° Co-O-O-Co AFM exchange paths results, however, in magnetic frustration that might be
responsible for rather low values of long range ordered moments detected by neutron
diffraction. Another source of frustration is the coupling of the Co and Ru AFM type II
configurations, which is forbidden by symmetry if respective spin axes were collinear but
Dzyaloshinskii-Moriya interaction becomes effective for perpendicular orientation .
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The plasma focuses are simple and effective sources of neutrons produced from
deuterium-deuterium (D-D) reaction [1], [2]. Neutrons can be used as a convenient tool for
the diagnostics of the fast deuterons with energies above 10-20 keV. The summery of possible
acceleration mechanisms responsible for the generation of ions is presented in [3]. These
mechanisms are probably composed from different kinds of the high electric field generation,
e.g., anomalous resistivity, fast movements of the plasma column, transformation of internal
magnetic field and decay of plasma microstructures.

In this paper we present the results obtained on the PF device which have so-called
anti-anode of different shapes and configurations. We compare the influence of various
electrode configuration on the hard X-ray (HXR) and neutron production.

We use the Mather type of electrode configuration. The diameter and the length of the
copper anode are 2.7 cm and 11 cm, respectively. The cathode is formed from 12 steel rods,
each of 6 mm in diameter and 19 cm in length. The diameter of the cathode cylindrical
configuration is 6 cm. The copper cylindrical anti-anode has the diameter of 2.7 cm and the
distance between the anode and anti-anode is 1-2 cm. We use a configuration with the anti-
anode to study an influence of the length of the pinching plasma column on the neutron
production.

Total energy of the capacitor bank of 3 kJ is obtained at the charging voltage of 15 kV.
The maximum of the current of 200 kA is reached within 2 ps. The initial pressure of
deuterium in the discharge chamber was 700-900 Pa.

We used the following set-up of diagnostics. A calibrated Rogowski coil registered the
discharge current, a high voltage probe detected the discharge voltage and a loop probe
registered the current derivative. For detection of soft X-rays we used the silicon PIN detector
filtered with an Al 1.5um foil, a microchannel-plate detector split into 4 quadrants in the
photon energy range above 10 eV without any filter with 2 ns exposure time and delay
between exposures 10 ns, and a time integrated XUV spectrometer. Fast plastic scintillation
detectors of 5 cm thickness equipped with fast photomultipliers Hamamatsu R1828-01
enabled a detailed time-resolved measurement of neutron emission and hard X-rays above
100 keV (such X-rays penetrated steel and lead shielding).

The time delay between the current onset and the pinch phase, when X-rays and neutrons
were generated, varied in the range of 1.5 — 1.7 ps. The pinch phase was characterized by the
deep of the current derivative. The minimum of the deep of the current derivative was chosen
as the time zero 0. In the following paragraph we present the results of neutron, hard X-ray
(HXR) and XUV frame diagnostics.

The number of neutrons detected end-on Nz is in average higher than that detected
side-on Nr (anisotropy Nz/Nr is above 1). While the number and energy of produced neutrons
depends on the angle between fast deuteron and produced neutron and while the number of
neutrons produced at the angle 0° and 180° (to the z-axis )is higher than the number produced
at the angle 90°, then the fast deuterons producing neutrons move dominantly along the axial
direction toward target deuterons.

The neutron yield and FWHM of neutron signals decrease with the decrease of the
distance between the anode and anti-anode, whereas the amplitude of the neutron signal is
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independent on this distance. Decrease of both neutron yield and FWHM in the shots with
anti-anode can be caused by a smaller region for acceleration of fast particles and for
collisions of fast deuterons with target deuterons.

Face-shape of the anode influences the direction of deuterons producing neutrons. Deuterons at the
plane anode move dominantly in end-on direction. In shots with half-spheres anode face, the important
part of fast deuterons producing neutrons moves upstream and/or side-on in the first 10-15 ns.

The presence of anti-anode enabled a detail study of characteristics and common correlations of
short pulses of HXR and neutrons in duration up to 10 ns. Two observed pulses could be generated
from two pinches formed early near the anode and later near the anti-anode. Short pulses confirm the
conclusion, that neutrons are emitted in the same time as HXRs.

A wide energy range up to 2.7-3.1 MeV and high anisotropy of registered neutrons
confirm a dominance of a beam-target mechanism of neutron production from D-D fusion
reactions.

Information about evolution of the plasma column pictures during neutron emission was
obtained from XUV frames. Intensity of XUV-ray emission was near the boundary of the
sensitivity of detector, therefore we could not use any filter. The radiation observed in
pictures was emitted both from the evaporated copper near of electrodes and from the densest
part of the deuterium pinch in form of bremsstrahlung. Second difficulty of XUV registration
was caused with variation of the time of the pinch of 100-200 ns.

The minimal energy of photons detected by MCP 10 eV registered in frames is below the
threshold registered with PIN detector (200 eV) and considerably below the energy of HXRs
(above 30 keV). The structures imaged in the frames are observed in better temporal
correlation with PIN detector signals than with HXRs. Interesting frame structures are
registered in the shots with low neutron yield at the time of the pinch, whiles only poor
emission between electrodes is observed at the time of HXR and neutron emission. During the
high HXR and neutron emission, we observe usually emission of the near-electrodes areas.

The dip of current derivative correlates with the pinch of current sheath imaged in XUV
frames. In the shots with high neutron yield, the increase of the HXR and neutron signals start
at the time of the deep minimum. The pinches and instabilities are observed mainly in the
shots with lower neutron yield.

The interelectrode structures emitting XUV were registered usually at the time of onset of
the HXRs.
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Carbon nanotubes (CNTs) have attracted much attention in the past several years
because of their unique and potentially useful structural, electrical and mechanical properties.

In the presented work we report on role of the growth temperature and the effect of the
catalyst layer thickness in determining the nanotubes structure.

For this purpose, thin films with thickness from 0.9 to 12.5 nm of Ni catalyst were
deposited onto Si/SiO, substrates using thermal evaporation method. After Ni deposition the
films were thermally treated (~ 800°C) in hydrogen (H) atmosphere to provide formation of
separate catalyst nanoislands using an ellipsoid microwave plasma reactor (AIXTRON P6).
After the annealing process, CNTs were grown by radio frequency plasma enhanced CVD
process. Gas mixture of methane and hydrogen was used as the source gas and the flow rates
were 20 and 60 sccm, respectively. The substrate temperatures ranged from 250 + 610°C.
After stabilizing the substrate temperature, the depositions were carried out for 15 min in
stable discharge at power of 450 W.

The morphology and the structure of grown nanotubes are investigated by Scanning
electron microscopy (SEM), Energy dispersive X-ray analysis (EDX) and Raman
spectroscopy.

Influence of the deposition temperature on CNT growth

Influence of the deposition temperature on the growth of CNT was studied for three
different temperatures.

The sample deposited at the lowest temperature, i.e. 250°C, exhibits non-homogenous
features. The surface looks like an amorphous carbon layer with isolated Ni particles which
are partially embedded in the layer bulk. The sample was grown at medium temperature. A
development of 3D-like structures is observed. However, poor density of CNTs is observed
which indicates that this temperature range is still too low to obtain a CNT growth. When the
deposition temperature increased up to 560°C, a clear evidence of CNTs presence is observed.
The nanotubes have been grown at relatively high density and they are partially ordered in
vertical direction. The outside diameter of grown CNTs is in the range between 20 and 35 nm.

The EDX measurements demonstrate that the intensity of Ni coverage increased with
the temperature increasing from 250°C to 560°C. This observation indirectly indicates that
bright Ni particles should be preferably situated on the top of the formed tubes. Based on this
observation we assumed that the CNT growth was controlled by the tip-growth mechanism
[1].

Raman measurements of the deposited samples show no significant differences among
the spectra of the observed samples. The peaks at 180 and 200 cm™ are characteristic for all
samples. These peaks are usually assigned to the radial breathing mode (RBM) of single-
walled nanotubes [2]. The Raman spectra collected at higher wavenumbers reveal three broad
lggnds for all temperatures studied. One of them is located at 1320 cm™ known as D-band. The
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second one lies at around 1580 cm’™' known as G-band. D-band arises from amorphous carbon
or defects in the nanotube walls, while G-band corresponds to the graphitic sheets of the
CNTs. Similar spectra were observed by Antunes et al., whereas D-band was positioned at
1320+1324 cm™ and G-band was centered at 15551572 cm’ [3]. The third broad band which
is centered at 970 cm™ is assigned to the second order vibration mode of the silicon substrate.

Influence of the catalyst layer thickness on CNT growth

The influence of the catalyst layer thickness on the growth of nanotubes was studied
for different Ni thicknesses varied in the range from 0.9 to 12.5 nm. The deposition
temperature for nanotubes growth was 610°C. Other deposition parameters like total gas
mixture, total power, etc. were constant for all samples deposited.

For catalyst thickness of 0.9 nm, the very thin tubes with low density are observed.
The diameter of grown nanotubes was from 30 nm to 60 nm. For Ni thicknesses of 3.2 nm
and 6.2 nm, the tubes are partially ordered in vertical direction with diameters in order from
30 nm to 80nm.When the Ni layer thickness was increased to 8.7 nm, the nanotubes with
rectangular-like shapes were observed. The diameter of grown nanotubes was from 30 nm to
200 nm. This result indicates that the nickel layer is too thick. For Ni thickness of 12.5 nm,
the bunching of Ni structures was observed.

Based on these observations we conclude that appropriate thickness of catalytic layer
for forming Ni nanoparticles lies in the range up to 6.2 nm.

Raman spectra of nanotubes grown at different Ni thicknesses were again observed
RBM peaks at 180 and 200 cm™ for all the samples. The two most prominent peaks at ~ 1320
em™ (D) and ~ 1590 cm™ (G) were detected at wavenumbers lower than 2000 cm™. The
intensity of the D and G bands for all Ni thicknesses were relatively similar, with the
exception of the sample grown on 8.7 nm Ni layer show weak intensity of D and G peaks.
Similar results were obtained by Chhowalla et al..

In summary, CNTs have been synthesized and their morphology showed a dependence
of CNT growth on the substrate temperature. For our experimental setup, the minimum
substrate temperature required for an effective growth of CNTs was 560°C.The relation
between the nickel thickness and morphology of formed structures was investigated. It was
found that the increasing the Ni thickness resulted in change of formed particles from island-
like to rectangular one. The appropriate Ni thickness, which results in formation of island
particles, was found 6.2 nm. Raman measurements indicated presence of CNTs in the whole
investigated temperature range.
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Introduction:

The Department of Physics at the Faculty of Mechanical Engineering continues its
collaboration with the International Laboratory for Nuclear Research, CERN. Since 2006 we
performed testing measurements of the vapor cooling circuit for the TOTEM Experiment [1].
The preparation stage has ended during summer 2008 and it is followed by the final stage of
commissioning and an actual installation of Roman Pot detectors in the LHC tunnel.

The main goal of the TOTEM Experiment is to measure the total cross section, elastic
scattering and diffractive processes at both sides of the CMS detector at the Large Hadron
Collider (LHC) at CERN.

The TOTEM Experiment consists of two pairs of tracking telescopes and 4 Roman Pot
(RP) stations containing up to 24 Roman Pots. The RP is a vacuum vessel separated from the
primary vacuum of the LHC beam pipes by a thin steel envelope. Ten thin silicon edgeless
detectors in each RP measure events in the halo of the beam very close to its center. The silicon
detectors require operating temperature below —15 °C. The dissipated heat from the detectors'
electronics reaches up to 30 W. Each Roman Pot is therefore equipped with two evaporators
and two capillaries and a fluorinert based cooling circuit with its central compressor unit
located in one of the supporting cavern of the CMS detector supplies refrigerant to the
structures to evacuate dissipated heat.

The Roman Pot detectors are installed one at a time during planned LHC shutdown.
Each Roman Pot has to undergo a thorough commissioning measurement testing all its
systems, thermodynamic properties and vacuum tightness. This measurement takes place in
building 887 in Prévessin at the H8 beam line facility providing low energy muons from the
Super Proton Synchrotron (SPS). The experimental set up is equipped with a versatile cooling
circuit prepared by the Department of Physics of the FME of the CTU in Prague.

The running parameters are monitored by a large number of sensors around the cooling
circuit and by sensors installed inside the Roman Pot itself. There are two Pt100 sensors
located near the silicon detectors and four Pt1000 sensors on both ends of the evaporators. The
DAQ system is based on the ELMB technology and it is used for monitoring of the
commissioning runs.

Each RP, after its assembly, passes a test for leak-tightness and then it is installed in to
the test stand in Prévessin and connected to the cooling circuit and DAQ systems. If the SPS is
out of operation, the RP is installed in horizontal position and the detectors are tested using
cosmic rays. All RP connections are pressurized with nitrogen and monitored for several hours
to assure a leak-tightness. As soon as the RP is evacuated and ready to be cooled down, the
cooling system is turned on. It takes about half an hour to stabilize the system before the liquid
line to the RP detector unit is opened. The active electrical systems of the RP detector unit are
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switched on as soon as the RP reaches stabilized conditions. During measurement all functions
and operation modes are tested and two inner vacuum pressure sensors are calibrated.

After the measurement the RP has to stay evacuated in order to prevent any condensation on
vulnerable inner detector silicon surfaces. Once the RP is warmed above the dew point, it is
disconnected from the circuit and prepared for transport and installation at its final destination
in the Pit.

Results:

There were two successfully commissioned Roman Pots so far. Both have already been
installed at one side of the CMS detector, 220 m from its interaction point. There is the third
Roman Pot connected and it undergoes the process of commissioning. Temperatures inside the
Roman Pots are reaching required limits, i.e. well below - 20°C on the silicon surface. Very
complex structure of the detector and geometrical limitations required thin evaporators which
show considerable pressure drop. The cooling system has therefore a slightly lowered
efficiency. For the next generation of Roman Pots new ways of cooling of the detectors are
being currently developed.
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Program Neutrons is used for reconstruction of the time-resolved neutron energy spectra of
fusion neutrons released from D(d,n)*He reaction in Z-pinch experiments. The reconstruction
is based on the type of the time-of-flight (TOF) methods which determine the energy
spectrum from several time-resolved neutron signals. The experiment consists of a recording
of signals in a chain of neutron detectors placed at various distances from the neutron source
[1]. There are several types of neutron detectors relevant for TOF measurements. We use
scintillation detectors which consist of a fast plastic scintillator (Bicron BC-408, 45 mm
thickness and 50 mm or 120 mm in diameter) and a fast photomultiplier (Hamamatsu, head-
on R1828-01). The temporal resolution of our detectors was determined below 5 ns in FWHM
for neutrons with energy 2.45 MeV.

The reconstruction of the energy spectra is based on the Monte Carlo (MC) method [1] which
has been improved by simultancous usage of neutron detectors placed on two opposite
directions from the neutron source. The anisotropy of neutron energies and the anisotropy of
differential cross-section (by extension, anisotropy of neutron fluxes) [2] were calculated on
the basis of the kinematics of the binary fusion system applied specifically to the D(d,n)*He
fusion reaction.

Program Neutrons has been developed in FORTRAN language since November 2005. During
last year (2008), many numerical tests were performed to demonstrate the efficiency of the
reconstruction and to study the influence of the some parameters on the reconstruction of the
energy spectra. During these tests the number of events, number of reconstruction rounds
during the reconstruction with neutron signals from both detection direction, number of
detectors, the energy resolution, comparison between reconstruction with neutron signals
from one and two direction of the detection, reconstruction with small number of detectors,
and influence of the scattered neutrons were examined. The whole processing chain was
considered in these numerical tests: i) simulation of signal acquisition, ii) preparation of data
as input for the reconstruction program, iii) reconstruction process, and iv) the analysis of its
output. The simulation of neutron signal acquisition at different distances were performed
with the assistance of the another program. Besides the qualitative evaluation, two statistics
were used to assessment of the reconstructed time-resolved spectra and TOF signals. The first
is the Pearson's correlation coefficient, and the second is the chi-square coefficient.

Some possibilities, recommendation, and limitations of the reconstruction program followed
from accomplished above mentioned numerical tests:
e Recommended number of neutron detectors used in the experimental setup is 6 (3 in
one direction and 3 in the other direction). Minimum number of neutron detectors is
4 (2 in each direction).
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e Number of neutrons (i.e. events in MC simulation) depends on the resolution of the
reconstructed spectrum. Recommended number of events is in range from 2 to 8 per
one pixel of the spectrum.

e Recommended number of reconstruction rounds is no more than 5.

Energy resolution of this method must be estimated numerically for each experimental
setup (for different number and positions of detectors, for different times of neutron
production). Energy resolution could be only a few tens of keV.

e Estimation of the time evolution of neutrons is not recommended from reconstructed
spectrum (by integrating the time-resolved energy spectra in energy). Better
estimation is from the nearest detector.

e The component of the deuterons which produced neutrons could be estimated only in
the direction of the neutron detection.

e Special procedure for data processing from small number of detectors is already done
and used in the processing of data from experiments in the S 300.

e Scattered neutrons play an important role in the reconstruction. We find out that the
influence of scattered neutrons can be eliminated by using neutron signals from both
directions. When we reconstruct time-resolved neutron energy spectra from signals in
one direction, scattered neutrons shift the energy spectra towards the lower energy.
When we use neutron signals from both directions, scattered neutrons do not shift the
energy spectra but shift the time of neutron production. This disadvantage is not so
important because we do not determine the time of neutron production from
reconstructed time-resolved neutron energy spectrum but from the nearest neutron
detector.

Presented reconstruction program Neutrons has been used in the processing of data from
experiments in the PF-1000 facility (placed at IPPLM in Warsaw) and S 300 facility (placed
at KI in Moscow). The last papers where the program Neutrons is used for reconstruction of
the time-resolved neutron energy spectra can be found in ref. [3, 4].
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Introduction:

The fundamental design of the ID evaporative cooling [2], based on a standard
industrial direct expansion cooling system, is finished. The system is designed to be as simple
and robust as possible to minimize maintenance while being as low mass as possible to reduce
material in the tracker volume and in front of the calorimeters. All of the components of the
system have been prototyped, tested on an evaporative system in the laboratory with a subset
tested in the ATLAS ID. As far as possible, they have been shown to work for the full range of
operating conditions expected during the lifetime of the ATLAS experiment. Some of the
pressure drops, most notably in the vapor lines of the SCT barrel, are higher than the design
requirements due to the limited space and the geometrical constraints. However, this should not
affect the operation of the tracker until significant radiation damage has occurred after several
years of operation. Nevertheless some ,,room“for a partial improvements of the system has
been observed during the commissioning runs [3].

The main goal of the additional tests in 2008 was aimed to improve the heater control
system both for the SCT and Pixel part of the cooling system [1]. Some new sensors were also
tested, namely for the backpressure (BPR) control and Soclair converting boxes were examined
for the use of NTC sensors as the input signals to the PLC heaters control.

The team of the Department of Applied Physics at the Faculty of Mechanical
Engineering of the CTU Prague performed the following measurements during last year,
mostly at CERN:

1. Measurements performed with SCT barrel and forward sector heaters were prepared
to find the optimized PID parameters for the PLC control system. Main purpose of
the test was to find most convenient parameters of the PID controller of the heater.
The parameters should assure stable behavior of the heater at conditions of either
different high subcooled liquid pressure varying from 11.0 bar to 13.5 bar or various
evaporative pressure, i.e. the nominal one equal to 2.0 bar (‘cold mode®) or 4.0 bar,
which corresponds to a so called ‘warm run’. Average values of the efficient
parameters were found in the range of 5-10-2 and 6-7-2, respectively.

2. Similar measurements were executed for the Pixel type of the heaters and more
detailed study was devoted to the heater orientation, i.e. its position with refrigerant
flow along and against gravity. Several PID parameters were also tested for shock
power dissipation in the range 0 — 220 — 0 W on bistave. This was done for nominal
parameters pgrc ~ 13.5 bara, pevap ~ 2 bara (~ 4.2 g/s) and following PID parameters
5-25-12,60-20-10, 80 — 20 — 10, 100 — 20 — 10 were investigated. The best
response seemed to be for 80 — 20 — 10.
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3. Two Soclair Electronics boxes characteristics and conversion features between
Ohms and mA signal; respectively between T and mA signal were studied. The
boxes exhibit reasonable linearity. Their use for the heater control might be
preferential if the span of the Ohm scale between 0 and 100 kOhm would transform
signal to the range between 4 mA and 20 mA. Reasonable accuracy in temperature
monitoring will be difficult to achieve with existing boxes taken "out of shelf" since
we are limited by PLC resolution in mA. The use of the Sinclair Electronics boxes
was not recommended for the intended application.

4. The last experimental study was devoted to the verification of the AST pressure
sensors. Investigated type AST 4100 - compact pressure sensors with output signal
in mV exhibited reasonable linearity and repeatability and have shown a resistance
to the strong magnetic field as well. These sensors were recommended for the
upgrade purposes.

Results:

Optimized PID parameters have been found for the heater control by PLC both for the

SCT and Pixel heaters. The Soclair conversion boxes were investigated in details and their use
was not recommended for the application. Several pressure transducers of the type AST 4100
were tested and they have met all requirements for the upgrade of the cooling circuit control
system of the ID ATLAS.
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For the experimental assessment of moisture content in porous building materials,
several different types of methods and approaches were developed and tested till now. Among
them, indirect methods based on measurement of another physical quantity having clear
relation to moisture changes are very often used in materials research as well as in building
practice. The time domain reflectometry (TDR) method is dielectric method, based on an
analysis of the behavior of dielectrics in a time-varying electric field, and consists in the
measurement of permittivity of moist porous media.

The current state of the TDR measuring technology can be characterized as very
advanced but its development is still far for completed. The experimental setups used in
various scientific laboratories are being continuously improved and refined to achieve higher
accuracy and to get more information from the measured data. Also, investigation of new
materials leads to further adjustments of the technology. It can be anticipated that the
development of the TDR method will continue rapidly in the near future and its application
will spread to other fields of research and other materials.

The TDR method was originally developed for measurement of liquids and loose or
soft solid materials [1], [2]. The originally designed sensors and measuring technology were
developed with regard to these materials. On this account, when we would like to apply the
TDR technology for measurement of solid building materials, the measuring procedure has to
be adjusted.

In this paper we have focused on one of the most serious problems of TDR method
application, which represents sensors installation into the measured material. Therefore, three
different experimental approaches of TDR sensors installation are studied in this work. In the
experimental part of the paper, moisture content changes in ceramic brick samples were
monitored for specific methods of sensors placing. A two-rod miniprobe LP/ms,
manufactured by company Easy Test and designed by Malicki et al. [3], was used for the
measurement of complex relative permittivity in three different approaches for sensor
installation. The sensor is made of two 53 mm long parallel stainless steel rods, having 0.8
mm in diameter and separated by 5 mm. The sphere of influence of the applied sensor creates
the cylinder having diameter about 7 mm and height about 60 mm, circumference around the
rods of sensor.
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The first studied method of sensor installation consists in boring of two parallel holes
having the same dimensions as the sensor rod. For good contact of sensor with material, the
bored powder of the studied material was partially placed back into the bored holes.

The second method is based on application of electrical conducting gel that is placed
into the bored holes and ensures the ideal contact of rods and wet material.

In the third method, the samples of studied materials are cut into two parts and the
slots having similar thickness as sensor rods are recessed on one of the sample parts.

All the measured samples were after the sensors placing partially saturated by water
and insulated to prevent water evaporation. The complex relative permittivity of wet samples
was then continuously monitored until the measured values reached the constant value. Then,
the experiment was interrupted, sensors removed from the samples and moisture content in
the samples was determined using gravimetric method. Finally, the measured values of
permittivity were assigned to the gravimetric moisture content. In this way, the empirical
calibration curves for specific method of sensor installation were assessed.

From the obtained results we can conclude, all the investigated methods of sensor installation
are applicable for moisture content measurement by TDR method in solid materials.
However, their empirical calibration by reference method is necessary for any particular
method of sensor installation and any measured material. On the basis of measured results we
can assume that the tested methods of sensor installation will find use also in measurement of
moisture content in materials containing higher amount of water soluble salts and also for
determination of concentration of these salts.
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The research activities at the Laboratory of Neutron Diffraction (Faculty of Nuclear
Sciences and Physical Engineering CTU Prague) are focused on neutron scattering for solid
state physics and materials science investigations. Results of the zeolite (types: NaY, NaX ,
NaLSX with chemisorbed species) studies obtained on the KSN-2 diffractometer by powder
neutron diffraction method in the frame of MSMT grant No. MSM 6840770021 during last
fourth years are summarized.

Chemisorbed methyl groups in the zeolitic lattice belong to the most important
problems of surface chemistry. Knowledge of structures has been quite important for
developing new materials, as well as for tailoring properties of existing materials. To
understand the properties of zeolites it is necessary to determine the structure arrangement of
these microporous compounds.

Theoretical investigations [1] demonstrated that chemical properties of protons are
controlled by actual basicity of the lattice oxygen atoms and by the character of bonds where
protons are attached. It is well known that chemisorbed carbenium ions on zeolites and other
alumosilicates are bonded to basic lattice oxygen atoms, forming thus surface alkoxy species
[2]. Experimental support was obtained also from the results of diffraction methods, where
namely neutron diffraction provided direct evidence on the location of protons in faujasites
with various H+/Na+ ratio [1,2].

Well-developed crystals of NaY, NaX and NaLSX with high content of sodium cations
and with low content of defects and decationation were used in our studies. Chemical
composition of investigated dehydrated zeolites of NaX and NaY was

NagooCa 12[(AlO,)s:4(Si02)109.6] and Naug9Cai 6[(AlO2)s521(Si02)1399]
respectively. Preparation of samples for neutron diffraction and MAS NMR experiments was
described in [3,4]. A valuable information on the conversion of methyl iodide to methoxy
species was obtained by this NMR method.

The neutron diffractometer KSN-2 is placed at the second horizontal beam tube of the
research reactor LVR-15 in the Nuclear Research Institute near Prague. The KSN-2 is
equipped with the auxiliary devices, e.g. programmed temperature control for cryostats and
furnaces (closed cycle refrigenerator system mod. CP-62-ST/1, heater furnace up 1000 K),
texture goniometer TG-1, magnets. This diffractometer offers good intensity with
wavelengths in the range 0.095 to 0.141 nm and the best resolution value of Ad/d = 0.001 was
reached in the region d ~ 1.0 = 0.1 nm (d is interplanar spacing). The diffraction patterns
recorded are treated by Rietveld analysis method (code RIET-N, GSAS package,
FULLPROF).

If we take into consideration our results than we can do following remarks:

- The complete structure parameters of NaY (a= 2.4851(7) nm) [4], NaX (a= 2.4895(6) nm)
[3,4] and NaLSX (a= 2.4975(4) nm) type of zeolitic catalysts in initial form and after
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chemisorption were determined in the frame of the Fd3 space group from our powder neutron
diffraction measurements. Structure parameters of methyl groups were determined by means of
a difference Fourier maps.
-Chemisorption of methylium ions at nucleophilic lattice oxygen sites has a remarkable effect
on the distribution of cations in the lattice. Typical example was found for NaX in the cases
without and with chemisorbed species. Our experimental data allow to compare the changes in
the occupation of positions of the lattice atoms in original evacuated NaX and in the same
sample after chemisorption of methyl iodide. These changes were detected not only with
occupation factors of cationic sites but sometimes also in coordinates of Na' cations where a
splitting (at 7 K) is demonstrated of the position SI” into two sites Na2 and Na3, which are
separated at helium temperature but merged at room temperature. Cations are distributed over
six possible sites in the frame of the Fd3 space group. The distribution of Na* cations in
faujasites was also tested by high resolution *Na MAS NMR. The NMR results altogether
confirm the results from diffraction methods. Cations in SII positions are represented after
chemisorption only with the fully occupied Na4 site (32 per unit cell). It demonstrates that
long-range forces and variations of electrostatic field gradients significantly change the cations
distribution.
-Methylium ions are located in X faujasite at O, and O, lattice oxygen and in Y faujasite at the
O, lattice oxygen. The location of the center groups (CD; or CHs) was found in the position
96g (0.387, 0.387, 0.119).
- We observed fact that the distances from the oxygen atoms Olor O2 to the center of the
CHjs-group (or CDs-group) are spread in the interval from 0.15 to 0.17 nm. It has been shown
that in NaLSX the same distances from the CHi-groups (or CD;-groups) exhibit a shorter
lengths to O4 than to Ol, although in NaX structure the situation is opposite. It is assumed
that this effect is associated with the amount of particles in supercages.

Neutron powder diffraction is very valuable for this work since single crystals are rarely
available and because understanding the sitting of light atoms is paramount.
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The study of small size and confine geometry effect on properties of ferroelectrics and
related materials is presently an important trend in solid-state physics. Research is performed
mainly on nanolayers, fine-grained ceramics, thin crystals, and nanoparticles embedded in
host material. Study of nanopowders seems very attractive in this context since very small
nanoparticles can be obtained and their properties are not influenced by substrate, surrounding
host environment or neighboring grains as in the case of thin films, nanoparticles embedded in
host material or ceramics. However, application of conventional electrophysical methods for
investigation of ferroelectric phase transitions such as dielectric spectroscopy is in the case of
nanopowders obviously connected with a whole range of inconveniences. In this situation
luminescent impurity probe method can be very useful because it enables to obtain
information about structure and phase transitions in dielectric materials without regard to the
form of given material.

Quantum paraelectrics SrTiOs is the most popular and widely investigated model
material from the perspective of highly polarizable ABO; oxides with perovskite-like
structure and phase transition physics. SrTiOs3 possesses an antiferrodistorsive structural phase
transition between the cubic Oy' and tetragonal Dap'® phase at ~ 105 K. Dielectric constant
increases at cooling with extrapolated Curie-Weiss temperature 7, ~ 35 K due to the TO,
phonon mode softening. However, polar ordering is prevented by quantum fluctuations and
dielectric constant and TO; soft phonon mode saturate at the lowest temperatures.
Nevertheless SrTiOs practically losses stability to polar distortions and due to this inherent
instability even low levels of appropriate impurities or perturbations can induce in SrTiO;
ferroelectric phase transitions. These features result in very interesting and unusual optical
properties of SrTiOs;. Very large temperature shift of the zero-phonon R-line of
photoluminescence of octahedral Cr’” impurity centers to lower energies was discovered at
cooling in SrTiOs:Cr crystals in contrast to conventional dielectric oxides where the R-line
corresponding to “E — ‘A, zero-phonon transition of Cr’™ ion shifts to higher energies with
decreasing temperature [1]. The R-line splitting to the doublet (12594.3 and 12597.2 cm™ at
20 K) observed at the tetragonal Dy,'® phase originates from the splitting of the E excited
state of Cr’” ion in the tetragonal crystal ficld. Moreover temperature behavior of the shift of
the average position of the R-lines was found in the tetragonal phase proportional to the
reciprocal dielectric constant 1/¢’ of SrTiO; and to the square wy® of TO; soft phonon mode
frequency. Such temperature behavior of the zero-phonon R-lines of photoluminescence
octahedral Cr’* centers in SrTiO; was explained as a manifestation of local configurational
instability of the 3d®> impurity ions in the degenerate °E state towards quadratic Jahn-Teller
effect on a soft polarization TO mode [2].

This unusual “dielectric-related” temperature behavior of the zero-phonon R-lines of
photoluminescence of octahedral Cr** centers controlled by their interaction with the TO; soft
phonon mode that depends on the character of phase transition enables use Cr’" ions as a
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luminescent probe in the studies of phase transitions in perovskite-type oxides with TO soft
phonon modes as was successively proved on the series of chromium doped materials such as
Sr;«CaxTiO; crystals [3] or SrTiO;:Cr sol-gel ceramics with the average grain size of about
24 um [4]. The local minimum in the temperature dependence of the average position of the
R-lines can be observed in the vicinity of ferroelectric phase transition because TO; phonon
mode softens at cooling above ferroelectric phase transition and stiffens below it. At present
we used analysis of the temperature behavior of the zero-phonon R-line of photoluminescence
of Cr*" impurity ions for the study of low-temperature phase of SrTiOs:Cr(0.1%)
nanocrystalline powders with an average size of the particles between 13 and 100 nm. The
powders prepared by the Pechini-type polymeric sol-gel method contained single phase with
0y cubic perovskite structure.

All studied SrTiO;:Cr nanocrystalline powders revealed in the near infrared spectral
region photoluminescence characteristic for octahedral coordinated Cr’" ions substituted in
Ti*" sites in SrTiOs. The emission spectra consisting of the zero-phonon R-line and vibronic
sidebands were very similar as in the case of bulk SrTiOs;:Cr crystals. Nevertheless the zero-
phonon R-line and vibronic sidebands were slightly shifted to higher energies and
substantially inhomogeneously broadened so the splitting of the R-line in the tetragonal phase
was hidden too. The R-line half-width observed on the powder with average particle size of
100 nm was about 20 cm™ at 12 K in contrast to about 1 cm™ in the case of bulk SrTiOs5:Cr
crystals [1]. The R-line broadening increased with a decreasing size of the nanoparticles
evidencing increasing inhomogeneity of the particle structure. The observed slight shift of the
R-line to higher energies with a decreasing size of the nanoparticles can be connected to
changes of lattice parameter of crystal neighborhood of Cr’* ions that probably occur with a
decreasing nanoparticle size due to increasing influence of surface effects on nanoparticle
crystal structure. The R-line position continuously shifted to lower energies at cooling. This
temperature shift observed on the studied SrTiOs:Cr nanocrystalline powders appeared both in
character and magnitude very similar as in the case of bulk SrTiOs:Cr crystals. Such
temperature behavior of the R-line position indicates that the nanocrystalline particles
maintain properties inherent to quantum paraelectric SrTiO; crystals even at the particle size
of about 10 nm.
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Nowadays Z-pinches belong to the most powerful laboratory sources of radiation. On
the one hand, this naturally leads to detailed studies of EUV and soft X-ray radiation. On the
other hand, however, there is a need for more experimental data about fast ions and we hope
that fusion neutron measurements could help in that sense. For that purpose we have
performed experiments on the S-300 generator with various deuterated loads and we observed
whether some fusion neutrons were produced.

In order to describe Z-pinch dynamics, an optical streak camera, X-ray pinhole
cameras, 5-frame laser shadowgraphy, high-voltage and dl/dt probes were employed. The
neutron yield was measured with an In-activation counter and TLD detectors. As regards the
most recent neutron diagnostics, the time-of-flight analysis was enabled by 12 scintillators and
photomultiplier tubes — 4 in each of three mutually perpendicular axes. Because the neutron
signals at different distances depended on the energy of neutrons, it was possible to estimate
the neutron energy spectrum. In our case, the neutron spectra were reconstructed by the Monte
Carlo simulation. The neutron energy spectrum carries important information about the energy
of colliding deuterons. If the deuteron energy is much smaller than the fusion energy, the
neutron energy is given mainly by the component of deuteron kinetic energy in the direction
of neutron detection. On the basis of this fact, it was possible to transform neutron spectra into
the energy distribution function of deuterons which produced fusion neutrons.

The experiments were performed on the S-300 generator (4 MA peak current, 700 kV
voltage, 100 ns rise time, 0.15 Q impedance) at the Kurchatov Institute in Moscow. We
carried out Z-pinch experiments with (i) deuterated fibres [1,2], (ii) various types of wire
arrays imploding onto a deuterated fibre [2,3], and (iii) deuterium gas puffs [4] as Z-pinch
loads. In this paper we particularly focus on experiments with deuterium gas-puffs.

The gas puff hardware was designed according to the gas valve used on the Angara-5
device. The separation between the cathode and the anode was 10 mm. The anode was formed
by a stainless steel mesh. The gas puff was triggered by an electrical spark which ignited
gunpowder. A teflon piston driven by the burning gunpowder then compressed the deuterium
gas in a closed volume below the nozzle. The deuterium gas entered the nozzle when the gas
pressure broke through a 0.2 mm thick stainless steel foil. The delay between the detection of
the deuterium gas in the nozzle and the current generator start-up was set up between 10 and
40 ps. The outer diameter of the conical solid deuterium gas puff was 10 mm and about 15
mm at the cathode and at the anode, respectively. At the time of the current onset, we
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expected the line deuterium gas density of 5450 pg/cm. The gas density profile has not been
characterized so far since our primary intention was to implement and to test extended.

The peak neutron yield above 10'° was achieved with a deuterium gas-puff on the
current level of 2 MA. The fusion neutrons were generated at about 150 ns after the current
onset, i.e. during the stagnation and at the beginning of the expansion of a plasma column.
The neutron emission lasted on average 25 ns. The neutron energy distribution function was
reconstructed from 12 neutron time-of-flight signals by the Monte Carlo simulation. The side-
on neutron energy spectra peaked at 2.42 + 0.04 MeV with about 450 keV FWHM. In the
downstream direction (i.e. the direction of the current flow from the anode towards the
cathode), the peak neutron energy and the width of a neutron spectrum were 2.6 + 0.1 MeV
and 400 keV, respectively. The average kinetic energy of fast deuterons, which produced
fusion neutrons, was about 100 keV. The generalized beam-target model probably fits best to
the obtained experimental data.

In future experimental campaigns we shall pay special attention to the reduction of a
deuterium gas spread in the energy concentrator and to the optimization of a deuterium gas
puff. We would like to increase the neutron yield and to measure the gas puff density profile.
This, we believe, is necessary for further experimental data processing and for the subsequent
discussion of deuteron acceleration mechanisms.
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Silicon is a natural first choice for the design and construction of a solid state photon
counter. The avalanche photodiodes acting as photon counting devices has been pioneered by
S. Cova and co-workers [1]. This detector, called Single Photon Avalanche Diode (SPAD), is
an avalanche photodiode structure prepared using a conventional planar technology on silicon
reported by Haitz [2]. Research and development of the SPADs based on silicon were started
in our labs at the CTU in Prague in 1984. The primary goal of the work was to develop a solid
state option to the micro-channel plate photomultiplier based photon detector for laser ranging
applications. The anticipated application required the minimal active area size of 100 um in
diameter and a timing resolution lower than 40 picoseconds [3]. In our design we focused on
the diode structure design and the chip manufacturing technology. The chip manufacturing
technology tuning resulted in a process, internally called K14, which permits the creation of
SPAD structures with a diameter 20 to 200 pm, timing resolution better than 50 picoseconds
and an acceptable dark count rate. A noteworthy feature of the K14 manufacturing process of
silicon SPADs is its capability to provide relatively large active area detectors without
compromising the timing properties. This feature is in contrast to measurements performed
using different construction SPAD chips.

The existing solid state photon counting detectors have been dedicated for picosecond
resolution and timing stability of single photon events. However, the high timing stability is
maintained for individual single photons detection, only. If more than one photon is absorbed
within the detector time resolution, the detection delay will be significantly affected. This fact
is restricting the application of the solid state photon counters to cases where single photons
may be guaranteed, only. For laser ranging purposes it is highly desirable to have a detector,
which detects both single photon and multi-photon signals with picoseconds stability. The
SPAD based photon counter works in a purely digital mode: a uniform output signal is
generated once the photon is detected. If the input signal consists of several photons, the first
absorbed one triggers the avalanche. Obviously, for multiple photon signals, the detection
delay will be shorter in comparison to the single photon events. The detection delay
dependence on the optical input signal strength is called the“ detector time walk”. To enable
the detector operation in both the single and multi-photon signal regime with a minimal time
walk, a time walk compensation technique has been developed in nineties. The procedure is
based on the fact that the avalanche rise-time of the K14 SPAD chip depends on the input
optical signal strength. The observed rise-time changes were 30 ps over the dynamical range of
1 to 3000 photons per pulse. The circuit is using this information to compensate the time walk
of the detector in this dynamical range.

The critical limitation of the technique described above is very small measured
difference in an avalanche build up rise-time in the range of tens of picoseconds only. That is
why new effort has been directed to the avalanche build up studies.

The picosecond laser diode Hamamatsu C4725 providing 42 ps wide pulses at 778 nm
was used as a signal source. The laser output was attenuated by means of a stack of calibrated
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neutral density filers and focused on the detector active area. The X-Y-Z stage enabled us to
test the focusing and position sensitive effects of the detection process. The optical signal
intensity was measured using the detection chip in a linear mode with unity gain and
monitoring its reverse current by the electrometer Keithley 610C and operating the power
stabilized laser source at a high repetition rate of 1 MHz. The timing chain of the experiment
consisted of an ORTEC Time to Amplitude Converter 566, feeding data to a multi-channel
analyzer card in a personal computer. The timing resolution of this chain was 50 picoseconds
Full Width at Half Maximum (FWHM). The detector was operated in an active gated and
passive quenched circuit, its output was monitored on the oscilloscope Tektronix DPO7254.
The individual current rise-time waveforms were recorded with a resolution of 40 Gsamples
per second and processed off-line using a dedicated software package.

In the first experiment the detection uniformity was investigated. The optical signal was

attenuated down to single photon level and was focussed to a spot ~10 um in diameter, the
detector active area was scanned with 10 um step, the relative sensitivity was recorded. In the
next experiment, the optical pulses of ~3000 photons were focussed on the detector, the area
was scanned and the recorded waveforms were processed. The detection delay corresponding
to various trigger levels has been recorded, as well. The resulting detection delay dependence
is flat within the diode sensitive area. These experiments verified the detection area delay
uniformity. In all the next experiments, the optical signal was de-focussed is such a way, that it
just illuminated (more or less uniformly) the entire detector active area.
The dependence of the avalanche rise-time on the input photon number has been recorded
together with the relative detection delay. The K14 SPAD chip, 200 um in diameter was
biased 5 Volts above its breakdown voltage in this experiment. The precision of the individual
values is about 90 ps in rise-time and 40 ps in detection delay for all the photon numbers. Note
the dependence of the rise-time on the optical signal strength, which can be simply fitted by
a simple curve.

Several key conclusions may be stated on the basis of the experiments. The avalanche
rise-time of the K14 SPAD chip depends on the detected photon number in the photon number
range 1 to 10000 photons, this dependence is about 150 picoseconds per factor of 10x in
photon number and the precision of the individual measurement is about 90 picoseconds r.m.s.
These facts enable us to estimate the photon number on the basis of output pulse rise-time
measurements. Averaging 50 detection events and more, the photon number detected may be
estimated with the uncertainty 3x. On an shot-to-shot basis, the photon number may be
estimated with the uncertainty of 20x. The detection delay might be compensated in
a dynamical range 1: 10*
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Electrical discharges in air at atmospheric pressure are sources of ozone and other oxygen
based reactive species. Ozone can cause the health risks but on the other hand its oxidative
properties have been harnessed for many beneficial purposes such as sanitizing the air,
elimination of odors and destroying bacteria and mildew. These properties can be used among
others for the transportation of food, fruits and vegetables with the aim to extend their storage
life.

Up to now the main technique used for this purpose in these commodities transportation e.g.
by trucks was cooling. At present because of the strong bactericidal effect of ozone its supply
into containers with these commodities simultaneously with cooling is intensively studied.

Due to the short lifetime of ozone, it must be produced at place of its usage, e.g. in trucks.
Ozone mobile sources must operate in wide range of conditions — temperature, humidity,
pressure, presence of different contaminants etc. The effect of temperature and humidity on
ozone production by electrical discharges is relatively well known. As for other contaminants
ozone production can also be affected by traces of volatile organic compounds (VOCs)
present in automotive fuels. The frequent part of automotive as well as aviation fuels is n-
heptane. As far as the most frequently as a feed gas for these sources of ozone is used ambient
air, its contamination even by small concentrations of n-heptane can affect ozone production.
Because the detailed knowledge of the influence of n-heptane contamination on ozone
production by electrical discharge in air is still missing we studied the effect of trace n-
heptane contamination in air on ozone production.

We studied ozone production by DC the hollow needle to mesh corona discharge in air or in
air contaminated by small concentrations of n-heptane [1]. We found that for both polarities
of the needle electrode addition of small amount of 9.4, 43 and 106 ppm of n-heptane to air: a)
decreases discharge ozone production; b) causes the discharge poisoning to occur at lower
current than for the discharge in air and c) does not substantially influence the current for
which the ozone production reaches maximum. Finally maximum ozone production for the
discharge in air occurs for the same current as the maximum ozone production for the
discharge contaminated by n-heptane.

We also found that as well as ozone production from air decreases with increased humidity
the same is truth for ozone production from air contaminated by n-heptane. This result was
obtained for both polarities of the coronating needle electrode though this dependence is
stronger for the discharge with the needle biased positively.

We showed that contamination of air with n-heptane strongly influences plasmachemical
processes leading to ozone production and thus consideration of this contamination found in
the feed gas must be noted to assure proper operation and durability of electrical discharge
sources of ozone.
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Corona discharge ozone production can be enhanced by the usage of photocatalysts. This type
of discharge from air is apart of the source of 0zone, charged, and excited species and acoustic
noise also the source of electromagnetic radiation of different wavelengths. The important
component of this radiation from the standpoint of photocatalyst activation is the ultraviolet
radiation. We studied the role of UV radiation on corona discharge ozone production by
placing the titanium dioxide photocatalyst into the discharge region [2,3]. We used hollow
needle to mesh DC corona discharge at atmospheric pressure with TiO, globules on the mesh.
The discharge was enhanced by the flow of air through the needle.

We found that that for the needle biased negatively addition of TiO, photocatalyst globules on
the mesh:

e strongly influences electrical parameters of the discharge,

o shifts the transition from the glow into the streamer regime of the discharge into higher
currents,

e stabilizes the discharge,
e drastically increases discharge ozone production,
e increases discharge ozone production yield.

It was also found that discharge ozone production depends on the mass of the photocatalyst
and its location in the discharge chamber.

Though our experiments were performed with hollow-needle to mesh electrode configuration,
it is reasonable to expect that qualitatively similar results concerning the TiO, photocatalyst
effect on ozone production could be obtained also with other discharge electrode systems e.g.
wire to cylinder.
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For a graduate in our profession it is important to gain not only theoretical foundation
through education, but also an adequate practical proficiency. The main aim of the project
was

to innovate educational process in course "Communication in Data networks" in practical
courses as well as in theoretical level.

Innovation of practical courses

Main work has been done in innovation of practical courses. Refreshed practical courses
syllabus contains six practical tasks.

Task 1 - Frame Relay — basic configuration and analysis

Task 2 - Configuration of virtual LANs and port security on switch

Task 3 - Basic router configuration — static routing and RIP

Task 4 - Application layer protocols analysis —- DHCP, HTTP, SMTP

Task 5 - Secure authentication using 802.1x mechanism

Task 6 - Remote configuration and administration of network devices using SNMP

Innovation of theoretical workshops

Three theoretical workshops consist of segment of theory and segment of simulation
presentation. Simulation should enrich educational process with demonstration of behavior
theoretically known methods and principles.

Simulations are mainly in a manner of

e Principle of dynamic routing protocols.

o Authentication in LANs using 802.1x.

o Virtual LANSs principle — IEEE 802.1q

o FrameRelay operations.

All simulations are done by multimedia presentation.

Innovation of practical tasks

All input study materials for practical tasks have been innovated and transformed into
Internet—ready form and then published to server that belongs to our department
(www.comtel.cz > Predméty > X32KDS > Materialy pro vyuku) and therefore are
anytime easily accessible by students.
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Innovation of theoretical lectures

The revised basic of telco knowledge that has been deeply studied has extended a spectrum

of lectures. The lectures were extended on actual topics from the area of network security —
secure authentication using IEEE 802.1x mechanisms, encryption on link layer - IEEE
802.1AE, mechanisms for secure key exchange - IEEE 802.1AF and secure device
identification IEEE 802.1.AR. Mainly English written literature has been translated into new
lecture base that is in form of MS PowerPoint presentation. This chosen format is able to
show new concepts with animated explanation. This is more didactical. An electronic form of
new lectures has been placed on Internet (www.comtel.cz = Pfedméty - X32KDS
- Materialy pro vyuku) and therefore is easily accessible by students.

Conclusion

Main goals of subject innovation are:

o New simulation implementation in theoretical workshops.

e Workplace innovation for practical tasks.

o Practical tasks optimization and material, tools and device complementation.
o New study material creation for theoretical parts of course.

o All study material is now in electronic form of presentation.

® Motivation of students to study modern telco technologies.
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The evolution theory presents new controversy in whole society. Many people accept
some vision of the evolution, nevertheless there is significant group of people that reject this
theory. This people, e.g. creationists, believe that space, people and Earth were created by the
act of Providence. They reject the evolution due to the religious reasons. But the evolution is
the well-established, chief and no non-confirmed theory. However there are some specific parts
of the evolution which may be disputable, its principles are well verified. Now, when the
genetic algorithms and similar evolution methods are practically used in several areas, the
entire evolution may be impeached only very hardly [1].

However the evolution was discovered by Darwin in the area of biology, it may be
realized not only by the real organisms like bacteria and others, but in the area of digital
organisms as well. These systems enable the study of basic evolution principles on the
computers. This evo-technology and artificial life may be used not only for the simulation of
organic evolution but also for the fundamentals of evolution itself. The knowledge may be
applied in the biology in the study of altruism and complex features. On the other side, the
evolution principles help to find novel technical solutions e.g. new types of computer chips,
antennas, and also in the concurrent area of high-tech [2,1].

There are two most significant artificial life systems: Tierra and Avida. Avida is inspired
by Tierra and is two-dimensional system. These systems are based on an array cells which can
interact. Organisms are machine-language instructions which are running on the computer. The
organisms can obtain bonus energy when it discovers something useful. The tasks learned by
organisms are exactly defined. The task may be for example the addition of two numbers and
its writing to the output. For each completed task get the organisms some extra processor time
which may use to create more copies of its genotype in comparison with the concurrence. The
process is able to learn due to mutations, which obtain by the copying or reading and writing to
the memory. The most of the mutations are mortal, but sometimes some positive mutations
may occur and the organisms may profit.

We are developing new system for digital evolution called SVET which has several
enhancements. The principles of this new system are similar to the previous systems Avida and
Tierra, but with the difference definition of the organism. The organisms are defined like a
virtual pointer to the system memory only and without any reservation or memory protection
for the organisms. The organisms are not defined by the memory allocation but only with the
memory position of actual instruction. Instruction set is of CISC type and inspired by the Intel
80x86 type. Some special instructions were included. The instruction for replication, which
create new process with separated registers. Next instruction for generating random value and
other instructions for the solution of several tasks by the programs. No all possible
combinations of machine code are real instruction. In case the process performs undefined
instruction, it is killed. The mutation may obtain in the case of reading or writing to the
memory. This system is in the beginning state and first results show that the anticipated results
are consistent with the results of Tierra or Avida. In the future we plan to. We have observed
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the mutation of the programs and their modification for better surviving. In future we plan long
time evolution.

In digital organisms proceed the some life determining processes like reproduction,
mutation and challenge for the power which enable the presence of evolution and natural
selection in the organic life. Those processes were observed in digital organisms too and e.g.
the presence of altruisms has been confirmed. Digital life, in the form like Avida or Tierra, may
be read as an instance of evolution and not only like the simulation of evolution. Computer
systems are real experimental systems and shouldn't be read like the pure simulations, but the
obtained results should be interpreted like equivalents to the nature [2].
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The goal of our project is creating database storage, administrative and
public interface including web pages. The project is developing for a factual
production company which is conversant in production and recording
advertisements.

The main idea of this project is developing a software product which is
strictly divided into number of modules which could be combined for
creating another new information system that could be offered another
company whit different needs. We want to be able to do this without large
changes in our source code. The essential modules of this project are persons,
subjects, possessions these modules are supplemented by modules projects,
controlling, building and places. These ones are designed directly for needs
of production company. For others potential clients will be designed and
developed different modules according to client’s specifics.

The project is intended for small and middle company for large
company will be the project capable of competing earliest after few years of
successful operation. The project is platform independent and is able to use
any of main relational databases.

Nowadays in the market there are a lot of information systems which
are available in a broad price range but each client has its own elevation on
its business problems and its own workflow. The client wants to use an
information system which is able to solve client’s specific problems and work
with its specific workflow. So there is long chance to find two or more clients
which would be willing to use the same information system without any
customization of system data storage or business logic. Our policy for this
marked is: be able to customize an existing information system easily and at
earliest possible time. We have few ideas how to carry our point and hold this
project viable.

The first way for fast developing and customizing is in project strict
fission modules. We would developed a couple version of each modules and
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in sort time put modules together to construct a new prototype of information
system which in our view is the best solution for a potential client.

The second way is using specific data materialization and
dematerialization data between application server and database. We do this in
special way almost like creating persistent framework. We use metadata from
database engine to get description and structure of database table. Then we
dynamically know all variables which have to be in object on application
server and we are able to create it. For creating SQL query and display data in
a grid there are not enough data in database engine so we had to create few
special tables for this special metadata. These tables contain information
about grids, user settings and access privileges. After a user selects a section
of module the application server get request for a grid of data. Then server
asks database about structure of grid — name of tables, join type between
tables in grid and attribute relationship. After that we are able to construct a
SQL query which returns data structure and data from relational database.
That means if we add a new attribute into a table from grid, the application
server will be able to construct SQL query with the new attribute by itself.
Before executing a query and displaying data the application server check
user’s settings and access rights — number of column, column sequence,
number of raw and content filters. Then the application server is able to run a
SQL query which returns data structure and data which user wants to see.

The technology used for this project Java platform for server site of
application and Google Web Toolkit (GWT) framework with Ext library for
client site. Java platform is noted for its operation system independency and
GWT conception is able to compile source code for a concrete version of web
browser. That means GWT has different code for each version of browser. So
the project isn’t confined to specific platform and version of operation system
and other software on server site nor client site.
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Abstract

This paper deals with the innovation of the subject Digital Signal Processing in
Telecommunication Engineering. The changes were introduced into the education starting the
winter period 2008. The improvement of the subject is based on a novel laboratory setup for
the digital image and video processing. The knowledge of signal processor algorithm design is
fundamental for students. The main goal of the project is to establish new workplaces for
students, where it is possible to study digital image and video processing tasks. These
workplaces are based on the TMS320C6455 starter kits completed by video daughter boards.
The workplace is also completed by video camera. Further, these laboratory activities were
designed, tested and established.

Introduction

The education in the subject Digital Signal processing in Telecommunication Engineering is
focused at on magister students. The knowledge of digital image and video processing is
essential for them. The benefit lies in the creation of fundamental prerequisites for their further
educational and publication activities. Another advantage consists in the opportunity to use a
top technology to solve the tasks joined with their diploma thesis.

New Laboratory Setup

An apparent development of digital signal processors architecture, product differentiation and
specialization is recently proceeded. The very long instruction word (VLIW) architecture [1] is
more popular in Telecommunication Engineering. It is usually completed by peripheries for
typical telecommunication solutions. The digital signal processors (DSP) TMS320C6455 [2]
belong to the VLIW architecture. They are aimed to the real time processing of audio, voice,
image and video signals. The video daughter board [3] device is a compact module which
allows capture of both the NTSC and the PAL video signals. The grabbed data can be
transferred via the External Memory Interface (EMIF) to the on-chip RAM memory. User can
define external or internal triggers used to control the start of grabbing process. The selection
of image data format and cropping can be made using the ASCII commands. The video back
end is represented by a video controller for image and video visualization. The video
acquisition, video processing and video visualization are processed in parallel. We have
established three equivalent hardware setups for laboratory activities. These hardware setups
were further completed by tough material with regard to periodic usage. A metal base was
mounted to the bottom of the hardware setup and Plexiglas on the top. Laboratory activities
are completed by video camera N-90, which enables scan a real scene. It serves for all
hardware setups. The video camera enables scanning of static pictures and video sequences.
For the effective training, we have proposed and tested three projects.
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Video Filtering

In this project, students design their 2-D FIR filters regarding individual specifications. They
learn to know the importance of the phase signal in the image processing. Based on this, they
learn different design methods for 2-D FIR filters, e.g. the McClellan approach, frequency
sampling, the 2-D window functions, Remez approach, contour approximation, etc. They
exercise the design of 2-D low-pass, 2-D high-pass, 2-D half-band and 2-D nail filters. They
implement the 2-D filters using linear discrete convolution and using FFT. The programming
occurs in C language.

Edge Detection

In this project, students implement the edge detection using the Sobel edge operator and using
the Canny approach. They combine the filtering approach with morphologic operation in order
to get continuous edges. On top of this, they exercise the edge-based local orientation
pyramidal approach for basic recognition tasks. The programming occurs in C language
combined with intrinsics.

Motion Detection

In this project, students implement the motion detection procedures using a full search and
selective search procedures in the searching area, processing in the transformed domains like 3-
D space, Fourier contour approach etc. The aim is to separate the changes in shadow levels
caused by the true motion from that caused by other phenomena like changing illumination,
occlusion, noise etc. The programming occurs in C language combined with linear assembler.
Our best students make their first steps in the assembler here.

Conclusions

In this paper, we have introduced our latest results in the innovation of the subject Digital
Signal Processing in Telecommunication Engineering. The laboratory setup was innovated.
New laboratory projects were established. New digital signal processors, video daughter board
device and video camera were used for this innovation.
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OpenPhonelS is information system, which facilitates accounting of private calls for
organizations with little to middle amount of telephone stations (cell phones). Settlement or
taxation (as subsidiary income) of private call cost is mandatory by law. System enables
automatic calculation of private call cost for each number/user based on detailed statement of
phone calls and marking of private calls by corresponding user. On the basis of electronic bank
statement (which system acquires through email or from file) system fetches incoming
payments and matches them with system generated charging orders.

Another useful feature of the system is possibility of enrolling family members or friends to
employer's phone network. The system generates charging orders for these persons based on
their total call cost. This feature brings savings in two forms:

1. Higher total cost discount.

2. Lower price of calls to family members and friends made by employees.

How to start using OpenPhonelS? It is easy indeed. In near future, testing version of
OpenPhonelS will be started. You can try this version before making any decision. In this
internet service you will be able to register your company and enter the system right away.
Whole process is simple. You will register phone numbers and users, service allows you to pair
them together. After your phone service provider sends you detailed telephone bill, you will
insert it in the system. Users you registered sign in to mark private calls. You then can tell
service to generate charging orders. Later on, bank account statement arrives in mail, system
fetches this email and automatically process payments made to you by registered users. If you
don't trust email service or you fear of forged emails you can use our control mechanism. You
can insert electronic bank statement you trust in form of file into the system. OpenPhonelS
cross-checks payments from email and trusted statement. You can setup time after which
unconfirmed payments automatically becomes forgery, in that case forged payment amount is
subtracted from last paid payment of given person.

Application is programmed in JAVA language, concretely on J2EE (Java 2 Enterprise Edition)
platform [1]. Application is structured to several independent modules. Graphical user
interface was programmed with help of Apache MyFaces Trinidad framework integrated into
JSF (Java Server Faces) framework [2]. We already think about new user interface based on
facelets framework, which will allow better pages styling and ease their modification. Core and
modules of application use EJB (Enterprise Java Bean). Database connection is based on JPA
(Java Persistence API) and object-relational mapping tool OracleTopLink.

Then there is business logic code in core and application's modules. Module PhoneParser
provides parsing of detailed telephone bills. This module is able to process data from major cell
phone operators in Czech republic (T-Mobile, Telefonica O2, Vodafone). Data are acquired
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from .csv or xls files, which can be packed in one .zip file. Module BankParser provides
parsing of bank statements. Currently it is able to parse statements from Komeréni banka (.txt)
and mBank (.csv). Emphasis was placed on plug-in modularity to ease creating of plug-ins for
new banks. Getting statement from mail storage is made through another module, Mailer. It
fetches mails using POP3 protocol. Mailer also provides interface for sending emails (e.g.
charging orders).

Why we used JAVA and J2EE? Java is modern, robust object oriented programming language.
It enables easy logical and physical structuring on systems and subsystems, which can interact
in many different ways. For example we can switch our web based interface for Swing to make
OpenPhonelS single desktop application.

What are the requirements? Hardware requirements depends on number of user, but it must
handle our software requirements, which are:

1. GlassFish application server

2. any relational database (for testing currently using Derby database)
There is no need for administration of application after deployment. You just use it as you
please.

Application is based on open source software and is therefore open source itself. That means
no purchase cost. Source code is fully open and your company can adapt it to complement
with company's internal systems.

Last but not least advantage is OpenPhonelS continuous development, which promises new
features and innovations. Any organization can join our effort and submit new ideas for further
improvements.
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Generally, there is increasingly popular trend of connecting different fields of science.
An example of this is the interaction between social and natural sciences that mostly lays in
the use of natural sciences in a formal description of social phenomena. A particular case is
the use of physical and mathematical models of society and social interaction, whose
historical roots date back to 17" century. One of characteristics shared by these models is the
presence of many, more or less simple, individuals representing the participants of the social
processes. These individuals, sometimes called agents, form an artificial society. They are
very often situated in an environment which could be defined as a medium separate from the
agents, on which the agents operate and with which they interact. There is wide variety of
such models differing in their purpose or structure of agents and environment. Very simple
models of social interactions are opinion formation (OF) models, where each individual holds
an opinion represented by continuous, discrete or binary number. For example, one can take a
view on a continuous altitude at which a plane is flying, on a discrete number of traffic
accidents that will happen at particular day or on a binary political decision that a country
should do. Beyond the representation of opinions, the OF models include also a definition of
rules that describe the dynamics of opinion change. These local rules usually describe the
change of particular opinion on the basis of opinions of other individuals in the modeled
society. Because of simplicity, the majority of OF models assume binary opinions and for
such case, the models are more or less similar to spin models intensively examined in physics.
Finally, one can not ignore the fact that some OF models are cellular automata known from
artificial life area.

This paper sketches the potential use of the OF models for binary optimization. The
optimization problem to be solved is to find argument of a fitness function that maximizes its
function value. The argument can be any binary vector of predefined dimension. Although
one can use effectively local search methods that improve one candidate solution at each step,
the existence of multimodal function with many local optima urges us to overcome the local
optima problem using population based techniques. One example of such techniques is
genetic algorithm that is inspired by Darwinian evolution and models evolutionary operators
like selection, crossover and mutation. The main driving force of evolutionary techniques is
“survival of the fittest”. However, back to the OF models.

The main idea of using the models for optimization can be described as “the fitter the
individual, the higher its influence on the others”. Each individual holds binary opinions on a
certain number of issues. Each issue represents one character (-1/1 alphabet is used for
practical reasons) of the whole binary string that encodes particular candidate solution just as
the chromosome in genetic algorithms. The relative impact of an individual can be
represented by individual’s strength that is a number from < 0,1 > and can be computed from
the fitness value using a non-decreasing function that ensures that fitter individuals will have
higher strength (influence on the others). The second component is update rule that describes
a condition for changing a particular opinion of a particular individual. Very simple case is
the use of weighted sum of opinions of adjacent individuals. Consider an individual i that
holds opinions represented by vector X, = (x’l,...,x’D), where Dis the dimensionality of the
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search space (the vector encodes ith candidate solution of the optimization problem) and
xf’ = {-1,1}. The update rule can be defined as

x,d(t+1) =sign[Zs/.xf(t)], nH

jeN,

where (¢) denotes discrete time, s is the strength of individual j and N, is the set of

all neighbors of individual i. The update rule (1) is applied at each time step on each opinion
and each individual and this leads to something what can be called “social evolution”. The
notion of neighborhood ensures locality of the update rule, the individuals can be located in a
topological structure (graph) that defines neighborhood of each individual. Finally, to
empower the explorative behavior and prevent loss of diversity, one must add a random
component to the algorithm. A simplest way of stochasticity introduction is random mutation
of each “opinion” after applying update (1).

The model described above is only one simplest particular case of update rule. The
rule can include distances between individuals i, j, nonlinear components and other
modifications. The first OF model based optimization metaheuristic was Social Impact
Theory based Optimizer (SITO). Although in early experiments with SITO ([1]-[4]) the
rectangular lattice topology and much more complex update strategy are assumed, recent
work shows that the simpler random or ring topology can perform comparably. All
experiments showed great importance of addition of random component that can improve the
explorative capability and prevent loss of diversity [1]. The other experiments focused on
parameter settings are described in [2] and [3].

As it is mentioned above, the recent work leads to simplifications of the original SITO
optimizer and its generalization to wide framework encapsulating the optimization algorithm
inspired by OF models. The experimental comparability with genetic algorithms and particle
swarm optimization as well as practical applicability in area of pattern recognition [3] give us
main motivations for the further work on optimization based on OF models.
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TeX is an increasingly popular typesetting system used for creating professionally
looking documents and presentations. Besides the many pros it has one big drawback -
installing TeX on every computer where you need to convert a TeX document to PDF or
PostScript can be difficult and time consuming. To generate a result with correct diacritic and
encoding you need to install a lots of separate software packages too.

So called cloud computing and moving desktop applications to the web is great help
not only for people than need mobility and accessibility, but also offer huge possibilities for
collaboration and communication. For every team project the way distributing and reviewing
changes is one of most crucial decisions. It needs to be easy, fast, accessible and reliable.

Main goals of our project is not only to make it possible to convert TeX documents to
PDF online, but also to help in the writing process. We offer comfortable syntax highlighting
and document formatting reporting. Also we allow our users to maintain versions of their
documents, annotate changes, and track their history, which is especially valuable for team
projects.

The system also allows fast anonymous publishing of TeX based documents. This
feature is supposed to help anybody who needs to communicate using advanced math symbols
or any other advantages of TeX documents. Equivalent tool called pastebin targeted at
programming languages is great communicating aid for many computer programmers and is
deployed on numerous sites across the internet.

Although there is trend to shift the application from web server to the browser, many
people either lack resources or are not willing to run JavaScript and other client-side
languages. Therefore we tried to make the interface as accessible as possible. Text browsers,
legacy systems and even blind people with text-to-speech environment should be able to use
it.

Alternative markup language, restructured text, is supported both for managed
documents and quick publishing. This language was especially designed to be as simple to
read in source form as possible, while maintaining text formatting capability. It is very simple
to learn and use. In contrast to similar wiki syntax it not only produces web pages, but can
also be transformed to TeX, thus creating great looking printed documents.

The system itself is designed with different computer platforms in mind. It is written in
multiplatform programming language Python and is currently developed on GNU/Linux and
Microsoft Windows. The versioning backend called Bazaar-ng is standard tool used by big
projects like Ubuntu or MySQL. In future it should be possible to interface directly with
bazaar through WebDAYV, so documents can be edited offline with full support of versioning.
It's necessary for user rights management that SQL database is running, but thanks to the
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Django web framework you can use PostgreSQL, MySQL, SQLite or Oracle. The choice is
yours.

Software is licensed under GNU Affero general public license. You can use the
software on your own server, avoiding privacy and IP issues with using third-party service,
such as Google documents. Also you are sure to have access to all improvements and
additions to the software, due to the nature of license. You can get copy of the software and
file bugs on launchpad at https://launchpad.net/onlinetex.

Future wok will be mainly aimed at improving team collaboration on projects. So far
only one project per user is supported. Repository branching and merging for more distributed
development process is also possible. Everyone will be able to have several independent
modification of documents. Also there is a good basis for localization. The web framework
itself uses standard gettext tools for translations, so it's easy to create new ones and to
maintain them when software changes. Adding more languages should also be quite trivial
task, though it may be difficult to write syntax highlighting if support does not already exist.

Similar works include TeXonWeb project on Mendel University in Brno accessible at
http://tex.mendelu.cz/ which originally served just as online TeX compiler (new version now
added support for storing files) and MonkeyTeX project at
http://monkeytex.bradcater.webfactional.com/. They both lack advanced versioning features
like showing differences between files or adding comments to versions. Also they only
provide you a service, not the whole software. You cannot deploy the application yourself,
change it or have it changed. Mainly you have to trust the provider with your document's
safety.
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There exist several PID controller tuning methods. They differ in their basis, in their usage
and in their possibilities, advantages and disadvantages. PID controller tuning method
comparison with respect to industrial practice requirements is presented in this paper.

The basic and most common tuning methods are Ziegler and Nichols methods. There exist
three Ziegler and Nichols methods — critical frequency method, step response method and
quarter damping method. All three methods are very simple to use, there is no requirement of
controlled plant model, so it is possible to use these method even in the case of non-linear
controlled plant. But these methods have some disadvantages which eliminate them from the
use as continuous tuning methods. There are several modifications of Ziegler and Nichols
methods, for example Chien, Hrones and Reswick method, Cohen and Coon method, and
Tyreus and Luyben method. The disadvantage of Ziegler and Nichols step response method
and quarter damping method is the necessity to interrupt the control process when the
identification experiment is made, because the controlled plant parameters are unable to
obtain from closed control loop. The Ziegler and Nichols critical frequency method does not
require to interrupt the control process but in the other hand it require to set controller
parameters which leads to the control process near the stability boundary where the undamped
oscillation occurs. In the non-linear controlled plant case this can lead to unstable process. The
second Ziegler and Nichols critical frequency method disadvantage is unpredictable
undamped oscillation amplitude.

Foxboro Exact method. The method name is derived from Expert Adaptive Controller Tuning.
It is based on the pattern recognition. Foxboro experts made set of rules how to change
controller parameters when some known pattern occurs. The method does not require control
process interruption. The ungrateful situation is that Foxboro did not publish its rules. It is
possible to evolve own rule set but it takes a lot of time to evolve sufficient number of rules to
get satisfactory results.

Relay method is the extension of Ziegler and Nichols critical frequency method. It allows
finding the critical parameters without the necessity of reach the stability boundary. This is
possible due replacing controller in closed control loop by relay. Then the closed control loop
starts oscillating because the relay has no state which can produce equilibrium state. It is
possible to influence oscillation amplitude by the relay parameters. The disadvantage of this
approach is that it is not possible to control controlled plant during relay identification
experiment. The method is easy to use.

Internal model control method. The disadvantage of this method is controlled plant model
requirement which eliminates this method from common use in industrial practice.
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Method of relative damping is method that guarantees the desired damping of closed control
loop response. The disadvantage of this method is controlled plant model requirement, which
eliminate this method from common use in industrial practice. The second disadvantage is
that only two controller parameters can be set by this method. Only controller parameter pairs
can be obtained by this method with not exact recommendation which of obtained controller
parameter pairs to chose. This eliminates the method from the use it as controller autotuning
method.

Modelbased predictive control (MPC) is sometimes called PID controller successor. Its
advantage is a possibility to take into account the actuator limitations as minimal or maximal
value or maximum velocity during the manipulated value course computation. The
disadvantage is the controlled plant model knowledge necessity that can cause problems while
strong non-linearity occurs in the controlled plant. This method requires higher computational
performance and has higher memory requirements than other presented methods. This was
significant disadvantage when high performance computation circuits and memory were
expensive. Nowadays, this disadvantage is not so significant nevertheless the industrial
practice does not seem to want the common use this kind of controller.

The disadvantages of PID controller tuning methods motivate the author of this paper to new
tuning method development.
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WiMAX stands for Worldwide Interoperability for Microwave Access and it is a
wireless technology based on standard IEEE 802.16, which ensure broadband communication
in area of MAN (Metropolitan Area Network). System using WiMAX technology can be used
to send signals point-to-point on range of 30 miles (50 km) with a throughput of 72 Mbps and
for last-mile users, point-to-multipoint, on range up to 4 miles.

As IEEE 802.16 solutions evolve to address portable and mobile applications, the required

features and performance of the system will increase. Beyond fixed access service, even

larger market opportunities exist for providing cost-effective broadband data services to
mobile users. Initially this includes portable connectivity for customers who are not within
reach of their existing fixed broadband or WLAN service options. This type of service is
characterized by access that is unwired but stationary in most cases, with some limited
provisions for user mobility during the connection. In this manner, 802.16 can be seen as
augmenting coverage of 802.11 for private and public service networks and cost-effectively
extending hotspot availability to wider ranges of coverage. Based on this described capability,
this phase of deployment is referred to as ‘portability with simple mobility’. The next phase
of functionality, known as ‘full mobility’, provides incremental support for low-latency, low-
packetloss real-time handoffs between access points at speeds of 120 km/h or higher, both
within and between networks. This will deliver a rich end-user experience for high-quality

multimedia applications [1].

The mobile version of WiMAX, 802.16e, was ratified in December of 2005 and supports full

mobility of clients. At this moment the 802.16 amendment has implemented three handoff

methods — Hard Handoff (HHO), Fast Base Station Switching (FBSS) and Macro Diversity

Handoff (MDHO) [2].

The reasons for handoff can be various and here are listed only some of them:

. signal strength is not enough for maintaining proper connection at the edge of the cell

. BS capacity is full and more traffic is pending

. disturbing co-channel interference from neighboring cell

. behavior of MS changes, for example in a case of fast-moving MS suddenly stopping, a

large cell size can be adjusted to a smaller one with better capacity .

To be able to perform handoffs, the technology must define a scheme for decision making to

initiate them. A procedure for discovering competing BSs is also needed.

Handover can be divided into two main categories:

e soft handover, also define as make-before-break HO, where current connection with
serving BS is maintain till second connection to target BS is established, which make
connection uninterrupted;

e hard handover, also define as brake-before-make HO, where current connection with
serving BS is break first, then new connection with target BS is established, which make
connection interrupted in moment of changing BSs [3].
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The hard handoff can be very efficient because of its channel usage. Only one channel is
occupied simultaneously. Because the equipment does not have to support two or more
channels in parallel the production is cheaper. However, it can cause unrecoverable damage
to the connection in case the handoff fails. The advantage of soft handoff is the reliability
since the connection is broken only in case, that a new working connection was found. The
drawback of soft handoffs is the required computational capacity in the equipment, which
consumes money and power. Additionally, the use of several channels per user decreases the
overall capacity of the BS.

The main idea of the proposed mechanism is to predict movement of mobile user with
use of Global Positioning System. We are taking under consideration only the decision for the
handoff, actual handoff performance is not a part of this research. Making that decision in
different way could lead to perform handoff more efficient and reduce number of unnecessary
handoffs. The handoff should also be as fast as possible, at least fast enough to keep current
IP connections alive. Data traffic is not so sensitive to larger delays but real-time voice or
video (or both simultaneously) requires a swift change of the serving BS.

First requirement is for mobile user equipment to posses GPS receiver; as we know GPS
receiver are already installed in mobile phones, so to implement it also in devices of other
kind like notebooks or PDAs is not far from the future.

Wireless network direction of development is to make mobile user devices light,
uncomplicated and cheap; along with it users that want to have influence on some decisions
made by the network. We assume that mobile station will be able to send GPS data to base
station. That information can be gathered and proceed by additional module supporting an
intelligent map of the terrain. It means that based on maps of terrain and GPS data (position,
direction for pedestrian and auto) it could predict user movement and gather information that
could prevent unnecessary handoffs. Landform features will play here an important role.

An algorithm for handoff decision will be implemented, making all necessary calculation and
choosing the best base station candidate. Here we will apply some elements of fuzzy logic. As
fuzzy logic is a method for sorting and handling data and has proven to be an excellent choice
for many control system applications since it mimics human control logic. It can be built into
anything from small, hand-held products to large computerized process control systems. It
uses an imprecise but very descriptive language to deal with input data more like a human
operator. It is very robust and forgiving of operator and data input and often works when first
implemented with little or no tuning [4]. In our case data input would be a signal strength
(time delay), crosstalk, geographical data etc. All this management along with intelligent map
may create new handoff mechanism form 802.16e amendment.

Features like giving a mobile station a possibility to choose its target BS would be possible.
For instance, signal strength from target BS along the predict way isn’t sufficient in compare
to adjoining BS. By gaining this information user is capable of making decision, either to stay
on the road, change the route or even stop. Thanks to it the handoff mechanism may be more
efficient and user friendly.
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Nowadays expansion of telecommunication technology is specified grow of
telecommunication services based on fast transmission of data. In economics term is to maximize
use of existing metallic loops and applied to them fast data transmission service for example
triple play (internet — data, VoIP — voice, IPTV — video). The service IPTV (Internet protocol
television) is defined as multimedia service delivered over IP based networks managed to provide
the required level of quality of service (QoS) and experience (QoE). The IPTV is the television
and radio broadcasting and the video on demand (VoD) over the fast broadband network.

The technology xDSL (Digital Subscribe Line) is used to fast transmission of data on
metallic loops. The main advantage of this access technology is the ability to use built metallic
loops directly to the customer premises and using the Internet Protocol (IP) to transmit digital
television with additional services directly to the customer premises. Especially ADSL/ADSL2+
and VDSL are among the most commonly used technology. Both technologies preserve the
primary function of the analog (or the ISDN) phone and in addition they create sufficiently fast
data channels for high-speed services. The distance between a DSLAM and a modem is the
disadvantage, because the growing distance causes a decrease of transmission speed. The
attenuation of transmission environment and some more interference cause decrease speed.

In particular mutual close coupling between pairs of cable profile (may contain to
thousands of pairs) can be regarded as the interference influencing on the transmitted data. These
couples mutual influence the penetration signal from the transmitter to neighboring couples in the
same cable — this is referred as the near end crosstalk (NEXT) and the far end crosstalk (FEXT).
Other transmission systems deployed to the same cable, radio frequency interference (RFI) and
impulse noise are also the serious sources of interference.

Impulse noise is a non-stationary stochastic electromagnetic interference which consists
of random occurrences of energy spikes with random amplitude and spectral content. The
electromagnetic radiation from power cables, high voltage lines, power switching and control and
electrical discharges. The impulse noise which is specific short time duration is composed spikes.
The spikes occur in bursts, which cause so-called block errors in transmitted data.

The project has been focused on the impact of the impulse noise. How will be affected the
broadcasting in the data networks based on xDSL technology. The measuring workplace has
been implemented with project to monitor the impact of impulse noise on the transmitted video
stream. The impulse No. 1 has been used for test purposes according to recommendation ITU-T
G.996.1. The impulse No. 1 and the interference profile (model A) have been injected to the
subscriber lines. The model A simulates the high level of crosstalk in the subscriber lines.”

The measurement has been carried out the connection ADSL2+overISDN without
interleaving and distance loop 1.2 km. A video stream in the SDTV quality has been used for
test. The video stream was encapsulated to the MPEG-TS stream (compression MPEG-2, size
16:9, resolution 720x576, bit rate 4-5 Mbps) provided with satellitte ASTRA 19,2°E, FTA
programme Simul SD. The interference profile — model A (voltage peak-peak Upp = 100mV)
has been sent to background to simulate the real state in the access network. It has been sent

fifteen times (N=15) impulses with period of one second (T=1s) with recommended ITU-T
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(G.996.1. The measuring contained these parameters: period — T (0,5 second, 1 second and 1
minute), voltage peak-peak — Upp (50 mV and 150 mV) and number of impulses noise in burst —
N (15 and 500).

Artifacts in the video stream, which generate to effect impulse noise, display as bricking,
smear in the picture and out-of-order. The deformation of audio signal is displayed as a crackling
sound. This is on the higher number of impulses (from 100). The period has the highest impact
on the deformation of video stream. If the period is longer, the deformation of video stream will
be less frequently. Therefore it is possible to expect lower incidence of artifacts in the picture and
then also the better quality of experience in the video stream.

The deformation of group of pictures (GOP) has also examined whit impulse noise. The
GOP contains this structure IBBPBBPBBPBBI. It was found that it leads to the occurrence of
deformation in the B—frames. Deformation is also occurred in other B—frames and P—frames in
one GOP before I-frame will have arrived. I-frame is key frame, which is independent on the
other frames. If this I-frame is also infected, deformation will be also in the next GOP, before I-
frame will have arrived without deformation.

The impulse noise occurs very randomly and the occurrence of impulse noise is not
possible to predict in the future. The impact of impulse noise is very dangerous and therefore a
protection is necessary opposite the impulse noise. The effective protections can be for example:
forward error correction — FEC and interleaving. Those protections cause delays between
packets, which has a negative impact on the IPTV service.
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The problem of controlling entities in heterogeneous distributed environment is
crucial for many domains [1]. Classical centralized methods depend on one central planning
system. Such a system gathers all required input data before the planning process take place.
Then the plan (set of plans respectively) is generated using these data. This approach faces
various problems. One problem is enormous demand for performance of central planning
system. The other problem is the need for real-time re-planning based on dynamically
changing environment and conditions in the time. On the other hand, in distributed methods
of planning each entity plans it's own plan. Cooperation and heading to common goals is done
by negotiating methods.

Presented approach is based on newly designed multi-layer planning architecture. The
whole planning of overall plan is distributed among arbitrary amount of autonomous agents.
The planning hierarchy of the entities is not predefined, it emerges during the process of
planning. Each agent knows only its own planning domain, which describes the agent's
capabilities in the terms of the environment domain. This private personal domains are
described in the form of Hierarchical Task Networks. The planning process is initiated by
externally tasked agent(s). The tasks are typically added by human operator using system
humane-machine-interface (HMI). As the HMI, it is used the I-X Panel, which is part of the
I-X architecture developed by AIAI in Edinburgh, England. The agent tries to fulfill the task
goals and may need to incorporate the sub-plans of other agents, in the case it is not able to
fulfill the task on its own. These agents recursively runs the same planning process until the
whole plan is formed and ready for execution. In the phase of incorporating of the sub-plans,
the agents need to mark parts of the plans, where the other agents continue in the plan
execution. For that purpose, the designed concept of plan interconnection by synchronization-
points can be used. The parameters of the spatio-temporal synchronization-points are
negotiated during the process of forming of the planning hierarchy. The synchronization-
points are later used in the plan execution.

From the perspective of one agent, the planning process can be divided into three
layers, which form the multi-layer planning architecture. In the strategic layer (the topmost
layer), it is used the HTN I-X Planner creating abstract plan for long-time horizon. The
planner is part of the I-X architecture and originates in the O-Plan planner. The plan
instantiating process uses distributed resource allocation based on the well-known multi-agent
Contract Net Protocol. With the help of this protocol, the appropriate subordinate agents are
found and the responsibilities of the plan actions are fixed. The tactical layer (the middle
layer) optimizes the plan using the early-as-possible scheduling heuristic. The heuristic causes
the earliest possible execution of the plan actions which affects the length of the whole plan
in the non-deterministic environment. The effect is directly proportional to the amount of the
non-determinism in the world. The personal layer (the bottommost layer) plans potential
refinements of the tactical actions. One of these actions is the movement, where the path is
planned using the A* algorithm. The other responsibility of the personal layer is the
execution of all low-level actions in the scenario simulator.
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The simulator is based on ACROSS 2 testbed developed by ATG at FEE CTU. The
testbed is heavily supported by the A-Globe multi-agent platform. The testbed and platform
are implemented in the Java programming language, similarly as the whole system.

All plans are described in the form of social commitments (substituting plan actions).
The commitment is knowledge-base structure describing agent's obligation to change the
world-state and a set of rules what the agent should do if the obligation is not satisfiable. The
proposed structure is an extension of widely used formalization of the commitment [4]. The
proposed commitment recursiveness enables more expressive description of the de-
commitment rules and thus the re-planning process. Formally, the recursive commitment can
be described using the BDI (Believe-Desire-Intention) formalism as follows:

(Commit A p \*) =

((Bel A )= A((Int A @) A AN A V)
P i

where A denotes a committing agent, {/ is an activation condition, ¢ is a commitment goal,
and A* is a set of the de-commitment rules. The introduction of the causal commitment inter-
referencing enables the real-time re-planning constraining. The mutual bindings and
commitments form a commitment graph. The graph notation can be used for the process of
the successive solving of the exceptional states (the re-planning). The process is based on the
traversing through the commitment graph. The traversing starts with the first violated
commitment. One of the de-commitment rules is triggered. In the case, that the de-
commitment rule inter-references other commitment, the process crosses on the referenced
commitment and starts one of the de-commitment rules on the side of the referenced
commitment. Provided that the de-commitment rule terminates the commitment without a
need of crossing to other commitments, the process ends here, the violation is fixed and the
plan is successfully re-planned. In other words, the re-planning process by means of social
commitments can be described as successive re-committing [2]. For the de-committing
purposes, there are three basic de-commitment rules: full de-commitment, delegation, and
relaxation [3]. The influence of the particular de-commitment rules and its ordering was
experimentally measured and several configuration was compared. The measurements shows,
the most suitable de-commitment configuration for the non-deterministic domains is:
delegation, relaxation, and full de-commitment, in this particular order.

The system was verified on several different scenario setups: multi-tasking, cross-
booking, over-booking, scalability tests, robustness tests, external system integration
(AGENTFLY system) and others.
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Searching regularities of strings is used in a wide area of applications like molecular
biology, computer-assisted music analysis, or data compression. By regularities, repeated
strings are meant. Examples of regularities include repetitions, borders, periods, covers, and
seeds.

String w is a cover of string 7' if T may be constructed by concatenations and super-
positions of copies of w. String w is an approximate cover of string 7’ with maximum distance
k using some distance function D if there exist strings u1, u2, ..., u, such that 7 may be con-
structed by concatenations and superpositions of strings u1, ua, ..., u, and D(u;, w) < k for all
i=0,1, .., v. String w is a restricted approximate cover of string 7 if w is an exact factor of
T. Note that a non restricted approximate cover may be any string, not necessarily an exact
factor of 7. We have considered restricted approximate covers only.

It clearly holds that any approximate cover w of string 7 must be an approximate pre-
fix of 7 and an approximate suffix of 7. Therefore, w must be from intersection of set of all
approximate prefixes and suffixes with respect to D and k. The set of all approximate pre-
fixes, suffixes is accepted by an automaton called prefix, suffix, respectively. An automaton
accepting intersection of sets of words accepted by other two automata may be constructed by
the already known algorithm. Such automaton may be used as a filter, as only strings accep-
ted by it need to be further analyzed.

Each finite automaton M = (Q, 4, J, qo, F) consists of nonempty finite set of states O,
initial state go, set of final states F and transition function J. Left language of any its state ¢
consists of all strings w such that it holds 6"(qo, w) = q.

Approximate prefix and suffix automata may be constructed as nondeterministic. Such
construction is simple and fast. Approximate prefix automaton for string 7 over alphabet 4
and maximum distance k£ may be constructed in the following way. Create the initial state go.
For each position i of T create a state q? and define depth of q? equal to i and level of

q? equal to 0. For each symbol of 7 at position i, denoted by 7]i], define
o (q?;l T|i ]):q? . The already constructed part of the automaton is called 0-th layer. Con-
struct a layer for each j = 1, 2, ..., k and define level of each state ¢/ equal to j. Rest trans-
itions depend on a distance function. For Hamming distance, for each i = 1, ..., |7] and
j=1,2, .., kdefine d(q/" a)=q/ forall a€A\[T[i]} . For Levenshtein distance, there

are all the transitions as for Hamming distance and moreover ¢ (g’ ,¢)=g; . Also for each

i=0,..,|Tland j =1, 2, ..., k, define 5(q‘lf_l,a)=q‘" for all a€A\{T[i]} . In a prefix
automaton, Q = F holds. A suffix automaton is constructed the same way, moreover
d(qye)=q, foralli=1,.., |Tland F=(gf,} forallj=0,1, ..,k

A deterministic finite prefix or suffix automaton may be created using subset con-
struction from a nondeterministic one, which is previously constructed the way described
above. Such deterministic automaton has states that consist of subsets (called d—subsets) of
states of the nondeterministic one. For any string w of left language of state ¢ of the determin-
istic suffix automaton holds that d—subset d(g) is equal to end-set of w, i. e. depth of any state
from d(q) is equal to an end-position of w in 7 and level of any state from d(q) is equal to an
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approximation with which w occurs in that end-position in 7. Therefore, states of the determ-
inistic suffix automaton consisting of d—subset of states with non-zero level may be removed
(as left language of such states contains no exact factor of 7 and recall that restricted covers
are exact factors).

Therefore, algorithms for construction of an automaton accepting intersection and
subset construction are combined to create an automaton accepting cover-candidates. Each
string w of left language of each final state of the deterministic automaton is then analyzed
whether it covers 7.

The condition to determine whether a cover-candidate w is a cover of 7 is relation
between length of w and its approximate end-positions in 7, known from a respective d—sub-
set. When difference between any two consequent end-positions of w in T is greater than the
length of w, then w cannot cover T (because it occurs in 7 with gap).

This simple and straightforward approach, presented in [1], may be used for a variety
of distance metrics, it was shown for Hamming, Levenshtein and generalized Levenshtein
distance.

For Hamming distance [2], it is not necessary to construct automaton accepting inter-
section to recognize approximate prefixes (in contrast to Levenshtein distance). Having state
q of a deterministic suffix automaton for string 7 and maximum Hamming distance &: when
string w of left language of ¢ has length equal to the smallest depth of states from d(g), then
w is an approximate prefix of 7, because its end-position is equal to its length. Moreover, it is
not necessary to hold whole deterministic automaton in memory at a time. It is possible to
perform a depth-first-search-like construction, where each d—subset is analyzed immediately
after it is constructed. States that are closed (within depth-first search) may be removed from
memory, as they are no longer needed. This reduces the space complexity from | 7] to |7]%.
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In this paper author presents his study results on using Karhunen- Loeve transform in
image processing, especially for compression algorithms. The task of bitrate reduction is very
important because of increasing quantity of multimedia content and limited capacity of
communication channel (telephone links, GSM networks etc.). Karhunen- Loeve transform
(KLT) provides an efficient mathematical tool which can be used for reduction of quantity of
transmitted image data.

In [1] is described videoconferencing system based on KLT. Image data from
videoconferencing systems have specific properties such as relative unchanging content with
face in foreground, low frame rate. The main idea of this system is based on using
representative set of frames with videoconference participants as the substitution for captured
frames. The representative frame is selected on the basis of comparing captured frame with all
representative frames. This comparing cannot be executed in spatial domain because of
significant similarity between frames. This is the reason for using KLT as the efficient tool for
comparing frames in eigenspace. If there isn’t the most similar frame (distance in eigenspace
between captured frame and representative frame is higher than the adjusted threshold value),
the representative set is updated with captured frame (there is also transmitted captured frame
to the receiver). Otherwise, there is transmitted pointer (the number of transmitted bytes equals
to the size of data type used for this pointer) to the most similar frame in the representative set.
Both videoconference participants use the same representative set of frames. Described
principle can be used not only for videoconference frames.

Reduction of time redundancy for an image data can bring perceptible reduction of
output bitrate. Let us consider camera security system. Captured frames are relative unchanged
because of similar content (people, traffic, corridor etc.). There is also significant time
redundancy between captured frames. In [2] is discussed compression algorithm which is based
on the three- dimensional KLT (3D KLT). The third dimension is shaped with time evolution
of the scene which is represented with N captured frames. The basic problem is in construction
of the input 2D matrix X for KLT. This matrix should also contain image data from N frames
and can be constructed as follows: pixels from positions (1, 1) in all N frames are stored in the
first row of matrix X, pixels from positions (1, 2) in all N frames are stored in the second row
of matrix X, etc. Matrix X has also WxH rows and N columns, where W, H are dimensions of
captured frames. Each row also represents time evolution of one pixel. Eigenpairs (eigenvalue
and eigenvector) of covariance matrix, which is evaluated from matrix X, represent
transformation matrix of KLT (eigenvectors are contained in transformation matrix).
Reduction of time redundancy is based on excluding some eigenpairs from transformation
matrix. This step isn’t defined unambiguous (depends on application, for which will be used
mentioned compression algorithm). Transformed image data have lower dimension and it also
brings lower output bitrate.

Further discussion and simulations about 3D KLT are in [3]. There is presented
algorithm for compiling transformation matrix only from relevant eigenpairs. The criterion is

based on image recognition in beforehand known image database. Selected image from
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database is compressed using first n eigenvectors and then is compared with all images from
database. If the recognition isn’t successful, the previous two steps are repeated with using
first n + 1 (n = n + 1) eigenvectors. Otherwise, the number » determines first »n eigenvectors
for compiling the transformation matrix.

The computational complexity is very considerable for finding the transformation
matrix. In [3] are also described two methods which reduce the computational complexity. In
the first method is the captured sequence of N frames divided into two sequences; each divided
sequence contains N/2 frames. The transformation matrix is found only for the first sequence,
the second sequence uses the same transformation matrix. In the second method are replaced
group of pixels with one pixel whose value can be computed as the average, minimum,
maximum or random value from all pixels in the group. Input matrix with image data has also
smaller size. After the reconstruction (inverse KLT) is the obtained pixel value assigned to all
pixels in the group. Block structure, which is visible for relative large groups of pixels (approx.
8x8 pixels), can be reduced with using suitable low-pass filter. As the alternative, the size of
group of pixels can be adapted in frame level- frames with relative invariable structure can use
larger size. Both mentioned methods are relative simple but also effective.

There was realized camera security system which consists from two black and white
cameras with infrared illuminators and from PC with frame grabber for capturing and image
data processing. There is also developed software application for this camera security system
which enables image data processing. In our learning laboratory is placed LCD monitor which
enables real-time presentation of this software application. Students can also imagine what they
can study in our department.
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Design of railway interlocking systems has evolved though more than a century
from classical mechanical interlocking elements to recent fully electronic devices. Most
of the todays solutions are based on processor platforms running applications implemented
in C Language.

Microprocessor systems have to deal with problems resulting from the rules for safe
designs of railway interlocking systems, which are hard to solve. In particular, complex
structure of HW does not allow for simple structure description making verification and proof
of safety difficult. Lack of suitable programming languages, verification tools
and methodologies for design of applications with high safety and reliability demands is also
aproblem. It is also problematic to implement continuous run-time testing which would
reliably and effectively detect degradation of microprocessor structure. Diversification
in design as a precaution for systematic errors is also complicated. These topics are discussed
in [1],[2].

Real control systems, which certainly include railway interlocking systems, typically
demand high parallelism in their functionality, thus FPGA integrated circuits provide
with great advantage for this. However, recent implementations of railway interlocking
systems avoid usage of FPGA. These facts are motivations for implementation of FPGA
based system with high demands for safety and reliability.

An electronic device, FDPR module based on FPGA platform Virtex-4 by Xilinx,
was designed and debugged as a part of the project. The module is fully pin compatible
with processor module PM-2B (by AZD) and may be used as its replacement in CM-1 unit
(CM-1 unit by AZD is part of electronic automatic block system ABE-1) and thus could be
used to try out the design of a system with high demands for safety and reliability.

The choice of Virtex-4 was made because of its suitable properties — dynamic partial
reconfiguration, built-in PowerPC processor and configuration port integrated directly
into the FPGA structure (ICAP).

The FDPR module was designed with emphasis on technique of storage and testing
of configuration data for FPGA, to minimize time necessary for reconfiguration of module
inside FPGA structure, and further, possibility to debug both FPGA structure and autoblock
function in the run-time.

Technology of partial dynamic reconfiguration was used to implement safety functions
by periodically running functions in tested area of the FPGA combined with redundant
systems technology. The Virtex-4 is the first component offering new possibilities
in technology of partial dynamic reconfiguration along with different organization
of configuration memory and implementation of modules interfaces inside the FPGA
architecture. In case of mature parts offering partial dynamic reconfiguration modules always
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occupy the full height of the device and the topology and connectivity are limited to 1D
and may use only limited number of so called “TBUF” macros to separate modules inside
FPGA architecture. On contrary, Virtex-4 makes use of so called “slice” macros, which
are composed of common logical cells of the FPGA (and thus their amount is limited only
by the array size) and enable modules to be assigned arbitrary rectangular regions
of the FPGA, which together brings possibility of practical usage of partial dynamic
reconfiguration technology for real systems. Dynamic reconfiguration techniques are
also discussed in [3].

Beside the design of the hardware platform, FPGA function blocks comprising base system
to test autoblock function using technology of partial dynamic reconfiguration were
developed - e.g. SDRAM controller, data integrity check module and configuration port
controller. The FPGA structure was designed using Xilinx ISE and Xilinx PlanAhead.

In present, a method for testing an area of FPGA structure is being developed so that
anomalies caused by hardware failure are eliminated before loading safe functions
and bringing the system into safe state. In case of detection of a hardware failure there
is a possibility to move the module into different, error free, area. Another related topic
is elimination of SEU (Single Event Upsat — errors caused by alteration of configuration data
by ambient high energy radiation).

Further, there will be a discussion on separation of real application — autoblock into part
with high demands for safety and reliability implemented in parallel structure and safe module
as well as part without such requirements which might be implemented by embedded
PowerPC processor.

The aim of this work is to open up the FPGA to be used in systems with high demands
for safety and reliability and its practical verification. The project is part of the doctor thesis
,,Proposal of Methodology for Development and Verification of Sale Algorithms Implemented
by Dynamic Reconfigurable FPGA* which will especially cover methodology for design
of safe and reliable systems using FPGA technology with partial dynamic reconfiguration
using the practical results of this project.
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Many problems can be formulated using systems of algebraic equations. Examples are
the minimal problems in computer vision, i.e. problems solved from a minimal number of
point correspondences, such as the five point relative pose problem, the six point focal length
problem, six point generalized camera problem, the nine point problem for estimating para-
catadioptric fundamental matrices, the radial distortion problems and many others. These are
important problems with a broad range of applications.

Often, polynomial systems which arise are not trivial. They consist of many
polynomial equations in many unknowns and of higher degree. Therefore, special algorithms
have to be designed to achieve numerical robustness and computational efficiency. The state
of the art method for constructing such algorithms, the solvers, is the Groebner basis method
for solving systems of polynomial equations. It was used to solve all previously mentioned
computer vision problems.

Previously, the Groebner basis solvers were designed ad hoc for concrete problems
and they could not be easily applied to new problems. In our work [3] we have created an
automatic procedure for generating Groebner basis solvers which could be used even by non-
experts to solve technical problems. The input to our solver generator is a system of
polynomial equations with a finite number of solutions. The output of our solver generator is
the Matlab or C code which computes solutions to this system for concrete coefficients.
Generating solvers automatically opens possibilities to solve more complicated problems
which could not be handled manually or solving existing problems in a better and more
efficient way. In experiments we have demonstrated that our automatic generator constructs
efficient and numerically stable solvers which are comparable or outperform known manually
constructed solvers.

Based on the mentioned Groebner basis method we have also created solvers to some
new minimal problems in computer vision. We have proposed numerically stable solutions to
three new minimal problems for the autocalibration of radial distortion.

1. The minimal problem of estimating one-parameter radial distortion model and
epipolar geometry from eight image point correspondences in two uncalibrated views.

2. The minimal problem of estimating one-parameter radial distortion model and

epipolar geometry from six image point correspondences in two partially calibrated
views [1].
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3. The minimal problem of estimating one-parameter radial distortion model and
epipolar geometry from nine image point correspondences in two uncalibrated views
with different radial distortions in each image [1].

In [2] we have proposed a general solution to the determination of the pose of a
perspective camera with unknown focal length from images of four 3D reference points. This
problem is a generalization of the P3P and P4P problems previously developed for fully
calibrated cameras. Given four 2D-to-3D correspondences, we estimate camera position,
orientation and recover the camera focal length. We have formulated the problem and
provided a minimal solution from four points by solving a system of algebraic equations. We
have compared the Hidden variable resultant and Groebner basis techniques for solving the
algebraic equations of our problem. By evaluating them on synthetic and on real-data, we
have shown that the Groebner basis technique provides stable results.

In the second part of our work, we have studied polynomial eigenvalue method for
solving systems of polynomial equations. Using this method we have provide new fast and
simple solutions to two important minimal problems in computer vision, the five-point
relative pose problem and the six-point focal length problem [4]. We formulated these two
problems as polynomial eigenvalue problems of degree three and two and solved using
standard efficient numerical algorithms. Our solutions are somewhat more stable than state-
of-the-art solutions by Nister and Stewenius and are in some sense more straightforward and
easier to implement since polynomial eigenvalue problems are well studied with many
efficient and robust algorithms available. We have demonstrated the quality of the solvers in
experiments.

There are still many unsolved problems in computer vision which can be formulated
using systems of polynomial equations. In future work we want to find such problems and try
to solve them using our Groebner based solver or using polynomial eigenvalue method. We
also want to continue studying Groebner basis method for solving systems of polynomial
equations and extend our automatic generator of minimal problem solvers.

The automatic generator is available at http://cmp.felk.cvut.cz/minimal. This webpage
also contains papers and source codes to many minimal problems in computer vision
including ours.
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Introduction - Irradiance caching [Ward et al. 1988] is one of the most successful algorithms
to accelerate global illumination computation. It is based on the idea that the slowly varying
indirect illumination term can be computed only at several locations in the scene, stored in the
cache, and later used for fast interpolation. Recently, we have witnessed a revival of the
research on caching-based approaches to global illumination. Recent successful extensions of
the original algorithm include the support for caching on glossy surfaces with low-frequency
BRDFs [Kfivanek et al. 2005] and even in arbitrary participating media [Jarosz et al. 2008].

In our research, we focus on indirect illumination on glossy surfaces, similarly to [Kfivanek et
al. 2005]. Our objective is to design a novel caching algorithm that addresses the limitations
of Kfivanek et al.’s radiance caching. First and foremost, we aim to avoid the conversion of
the scene BRDFs into the frequency domain (spherical harmonics) in the preprocess. Instead
of working in the frequency domain, we use BRDF importance sampling both for generating
new cache records and for interpolating the records from the cache. Using importance
sampling allows us to apply caching not only on low-gloss surfaces but also on shiny
materials with highfrequency BRDFs, such as metal, lacquer, or some types of plastic for
which the radiance caching algorithm breaks down. Another advantage is the support for
heterogeneous (spatially varying) materials.

Novel caching algorithm - Our algorithm is built on the fundamental idea behind the original
irradiance caching, the “lazy evaluation procedure”: query the cache, perform interpolation if
possible, otherwise compute a new illumination value and store it in the cache for later reuse.

When we evaluate a new record (if none is available for interpolation), we generate random
directions using BRDF importance sampling and compute incoming radiance for each
direction by ray tracing. We then map these directions from the sphere into a unit square using
an area-preserving octahedral mapping and construct a quadtree over the samples. We call the
quadtree the L-tree (L stands for radiance). The whole L-tree is then stored in the cache as a
single record. The cached L-trees may later be selectively up-dated during the interpolation as
described in the following paragraph. To determine the area over which the new record can be
reused, we estimate the upper bound on the illumination gradient from the radiance samples.
The gradient formula takes the BRDF into account, hence the record spacing is automatically
adapted to the surface reflectance properties.

The major novelty of our caching algorithm consists in performing the “lazy evaluation
procedure” not only in the spatial but also in the directional domain: To compute indirect
illumination at a point, we first collect existing nearby cache records, or L-trees, (in space)
and we attempt to use them for interpolation. However, for each sample direction (generated
by BRDF importance sampling at the point of interpolation), we check if there is a nearby
radiance sample stored in the L-tree and possibly reuse it. If not, we shoot a ray to obtain a
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new radiance sample and update the L-tree. The process is applied to all contributing L-trees
separately. Finally, outgoing radiance is computed as a weighted average of the contributions
from individual L-trees. The major benefit of the directional caching is that it ensures a
smooth integration of the view-dependent BRDF importance sampling with the view-
independent overall caching algorithm.

Results and Discussion - Our results demonstrate the feasibility of our approach and the

wide range of supported materials. The main disadvantages of our method are higher memory
demands and potentially difficult parallel implementation due to the continual updates of
cache records.
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In the project we focused on an adaptation of web resources based on standards developed for
the Semantic Web [1]. The main goal of our research is an architecture for semantic user
profile interoperability which allows to maintain high quality of user profile and in consequence
provides more precise results of the adaptation.

Adaptation is a very actual topic solved worldwide. It is a process supporting each user
accessing, retrieving and storing web resources and information contained in them and in
consequence prevents the user from information overload which occurs very often nowadays.
Such process requires available metadata about the domain, user etc. to adapt the content to
the user's needs and requirements helping him to found the requested information easier. Many
systems trying to fulfill user's needs have evolved, e.g. AHA!. All these system employ a
certain kind of domain description and also maintain a form of user profile. Unfortunately, the
format of required metadata differs system to system.

Addressing these issues W3Consortium proposed Semantic Web — set of standard languages
for describing knowledge on the web. Also there has been declared a claim for effective
adaptation methods as integral part of Semantic Web. Although some issues have been solved,
new ones have arisen. Generally, quality of adaptation process depends, except other factors,
on quality of domain ontology and accuracy of user profile. However, creating and maintaining
user profile at high-quality can be very complicated (and/or expensive).

Various approaches for user profile acquisition have been described for example in [1] and can
be adopted for use with semantic web technologies. Acquisition by means of filling it in by a
user can be employed but these profiles tend to degrade over a period of time and also
represent subjective view of the user himself. Better results can be obtained accompanying web
usage mining techniques etc. Time plays very important role in the process of user profile
acquisition — profile truthfully reflecting characteristics of the user typically requires
observation of the user for long period of time.

To overcome issues arising from complexity of high-quality user model acquisition, profile
sharing can be employed and there are several possibilities. The easiest solution is based on
client-server model which implies a single point of failure and also scalability is very limited.
Therefore we propose a distributed environment equipped with similar features as a solution.

In the project we designed architecture suitable to semantic user profile interoperability [2]
based on peer-to-peer networks, especially on the Distributed Hash Tables (DHTs) [3]. The
architecture overcomes issues with scalability, extensibility and removes single point of failure.
The architecture for interoperability consists of four layers. Each layer extends or wraps the set
of features available through lower layers (if available).

The bottom one — DHT layer — is responsible for distributed storage of the data, lookup and
retrieval based on hashes of keys. In our case data is user profiles represented as ontologies in
standardized OWL format. DHT forms highly organized peer-to-peer network. However,
knowledge of an identifier is anticipated — DHT supports only exact search. Therefore
supporting similarity computations or approximate search must be introduced to the system
but without more semantic information it is proved that such task is NP-complete. Therefore,
solutions based on approximate algorithms must be employed — as associative overlays, guided
rules or use of locality preserving hash functions instead of consistent hash functions in DHT.
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Core layer introduces features related to ontologies. Ontology mapping and mediation should
be supported at least at minimum level, e.g by providing a mapping to an upper level ontology
to identify common concepts in profiles used in different applications.

Agent layer consists of agents cooperating on computations of the results. Agents must be able
to use features provided by previously mentioned layers to search, store and retrieve required
data. Previously mentioned issues in the DHT layer must be solved at first. Main responsibility
of the agents is process of the adaptation itself.

Top layer is formed by the clients which are supposed to relay requests to specialized agents in
the system who process the request. On the other hand, clients are responsible for the
observation of the particular user and proposing updates to his/her profile.

For this project and several others a framework called E-WAIT was designed and partially
implemented by WEBING research group at FEE CTU. The framework is intended to ease
implementation of algorithms, simplify data retrieval and storage and support experiments by
means of providing experiment definitions with versioning, execution plans, results
management and visualization of results. The resulting framework is mainly intended for use
with Semantic Web but there is no limitation that forbids it use in other fields of research.
Whole framework is built upon Common Data Type (CDT) that ensures data interoperability.
Algorithms are seen as transformations of the CDT. Such approach guarantees universality of
proposed solution. CDT assures that data can be taken from different sources, e.g. files,
relation databases, RDF and many others. Algorithm is a single transformation or a defined
sequence of them, branching and iterations are allowed in transformation processing. The
framework is built up on modern technologies as Java™ 6 and Java™ Enterprise Edition 5,
Spring framework and Google Web Toolkit. Most of the required functionality is currently
available but there is still a need for integration of implemented parts.

In the project we identified the importance of high quality user profile for adaptation and
pointed out solution for several issues as lack of scalability, single point of failure, insufficient
mobility and quality of the user profile. Proposed solution is architecture for adaptation with
focus on user profile interoperability — user profile storing in P2P networks. However,
implementation and evaluation of the project is still ongoing due to delays and insufficient
integration of parts of the E-WAIT framework. In the future work we plan to finish
implementation and evaluation and based on the results we plan to continue in greater detail
with the adaptation part [2] of the architecture which forms together with semantic
interoperability main topics of my PhD. thesis.
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Stochastic algorithms derived from Ant Colony Optimization metaheuristic proved to
be successful in solving NP-complete optimization problems. While using these algorithms,
we often face a problem of slow convergence and of getting stuck in a local optima. To avoid
these problems, several approaches were developed. We can utilize natural parallelism of ant
algorithms and use multiple colonies to increase a probability of a faster solution discovery.
Also, approaches originally developed in the field of Evolutionary Computation, such as
niching techniques, can be used to sustain a diversity in the (population based) ACO. Another
option is to take into account the dependence of the optimal parameter settings on the concrete
instance of the problem. Parameters can be adapted during the computation or derived from
statistical evaluation of the solved problem instance. We can also see this as a continuous
optimization problem and solve it. There is a chance that the hierarchy of optimization
problems might be able to reduce the dimension or the impact of parameters in the higher
levels. However, this process would be very time consuming indeed.

We tried another way to improve the ACO performance by using principles inspired
by nature. In nature, ants of the same species are divided into a different number of castes, like
queen(s), workers, soldiers etc. Each caste has unique capabilities depending on its size, body
structure, ability to reproduce and encoded behavioural acts. This functional specialization
called polyethism allows the whole colony to act as a sophisticated system with division of
labour while keeping the individuals simple. Social insects are also often forming so called
temporal castes because their behaviour together with physiology can change depending on
their age. Various mechanisms of castes management across all social insect species are
ranging from discrete castes to the continuous ones. These mechanisms include time-
dependent, pheromone and environment driven changes in the structure of castes.

In the proposed modification of ACO metaheuristic [1], we utilised nature developed
approach by simulating ant castes. The idea is to split the population of ants into several
distinct groups. Ants from different groups have different sets of behavioural acts. For
example, we can create “workers” which are moving along the strongest pheromone trails
with only minor random changes. Or we can create “explorers” with high probability of
random movements, problem heuristics exploitation or pheromone avoidance. As all ants are
solving the problem together, explorers can help the algorithm escape from local optima in
which the workers are stuck. By assigning different pheromones to each caste and setting, we
can achieve a parallel solving of the problem by several castes.

We introduced Ant Colony Optimization with Castes (ACO+C) which is a general
extension to algorithms based on ACO metaheuristic. The idea of dividing ants into several
castes with different parameters was tested on the MMAS algorithm which follows the
structure of ACO metaheuristic. We used 11 instances of Travelling Salesman Problem (8
symmetric, 3 asymmetric) from TSPLIB as benchmark data. Results for experimentally
designed set of castes show better performance than standard MMAS. The average number of
iterations was reduced and average solution was shorter in all cases. These differences were
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significant according to Wilcoxon test. We also showed that the different instances of TSP are
more effectively solved by different castes and that the number of improvements made by ants
from one caste can vary in different stages of computation. These results are promising and
we suggest at least two potential ways of further research. Firstly, more complex castes should
be designed, for example castes for local search and castes with different types of pheromone.
The second step could be optimization of castes developed by evolutionary computation
techniques.

This improvement can be also used together with algorithms for continuous
optimization, inspired by ant behaviour. We proved some of them to be successful on the field
of model optimization [2] and we hope that the combination of these algorithms with the
previous approach would bring improvement mainly in the speed of convergence. While
constructing inductive models of a given system, we need to optimize parameters of units the
system is composed of. These parameters are often real-valued variables and we can use a
large scale of continuous optimization methods to locate their optimum. Each of these
methods can give different results for problems of various nature or complexity. In our
experiments, the usually best performing gradient based Quasi-Newton method was unable to
optimize parameters for a well known problem of two intertwined spirals; its classification
accuracy was close to 50%. Therefore, we compared several continuous optimization
algorithms performance on this particular problem. Our results show that two probabilistic
algorithms inspired by ant behaviour are able to optimize parameters of model units for this
problem with the classification accuracy of 70%.

We also designed algorithm inspired by ACO modified by adding parallel subsolutions
heuristic [3]. By combining solutions of its subproblems, ACO can be parallelized simply by
simultaneous execution of the algorithm with eventual exchange of the best solutions between
all computational units. This approach requires access to a whole state matrix (which is of
size O(n?)) for each of them. It can limit the size of solvable problems on special architectures
with different available memory capacities such as Cell Broadband Engine Architecture
(CBEA). Our modification of the algorithm keeps only one pheromone matrix in the memory
of a main unit. The matrix is updated by subsolutions computed by ACO on other units in
parallel. We show that this approach performs significantly better than greedy algorithm, even
though it generates the whole solution from solutions of subproblems.
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XML based technologies became standard in many areas of informatics, especially where is
required data exchange among information systems. Originally XML documents were stored
in particular files/resources in a filesystem/internet. This manner of storage is unsuitable for
processing queries and updates. Many APIs were designed for this file-oriented approach.
DOM API is one of them. The problem arises if we want to access large portion of data. In a
file-oriented API we have to load whole document into a memory and then execute a query. If
the document content is changed during query execution then the document has to be saved
back. Another problem arises if we want to grant access to many users for one resource. Then
we have to ensure ACID transaction safe processing of the resource. The better way is to save
documents into a central database. Hence, queries can be executed by a database engine
implemented on the database side. Finally, native XML database stores XML documents in a
natural way for it.

Transaction Manager

Important part of each native XML database (NXD) is a transaction manager module and a
lock manager module. These modules are used to ensure ACID properties for each
transaction, especially atomicity and isolation. Transaction manager module also provides
general operations as a beginTransaction(), a rollbackTransaction() and a
commitTransaction(). We achieved atomicity property by locking using protocols from a
taDOM locking protocol family [4].

taDOM3+

taDOM3+ is a DOM-based locking protocol [3]. DOM operations can be easily mapped on
XPath axes [1]. We have implemented taDOM3+ [4] locking protocol into the CellStore
experimental NXD. The implementation is based on design patterns and it is focused on
“cleanness of code®. The correctness of the implementation has been checked by more than
100 unit tests and by more than 10 integration tests. The implementation is described in [2].
The important aspect is also verification of the protocol if it ensures ACID properties
correctly. The proof was given by Valenta and Siirtola. Finally, we showed [1] the mapping of
taDOM3+ protocol on a functional update language XML-LAMBDA.

Benchmark

This grant has been focused on the measurement of transaction throughput in CellStore
database. Update operations are not widely supported by native XML databases and no
suitable benchmark was designed yet. We have found update oriented benchmark in [3], but it
has not been well described to reproduce measurement. All other existing benchmarks are
designed to measure queries performance not update operations performance. Then we have
decided to design appropriate benchmark for concurrent transactions. The benchmark have

consisted of update operations and read operations. Operations have been interleaved with
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wait operations (0 — 5000 ms). We have used XMARK database model. A database have had
depth 6 and size 5 MB. We have defined following schedule for each transaction: < WAIT,
BID, WAIT, CLOSE_AUCTION, WAIT, INSERT_AUCTION, WAIT,
GET_CATEGORIES, WAIT, REMOVE_ITEM >. Semantics of these operations is :WAIT —
waits a random time (0 — 5000ms), BID — bids on a random item in a random auction,
CLOSE_AUCTION — moves random auction to closed auctions, INSERT_AUCTION —
inserts new auction on a random item, REMOVE_ITEM - removes random item including all
referenced auctions.

Measurement

We have designed a new benchmark to measure transaction throughput in the CellStore
database. Nowadays, the benchmark is not able to run inside CellStore environment, because
XQuery update facility module, needed to execute update operation, is not integrated to
CellStore. We have decided to run benchmark using in memory DOM storage as a backend.
For this purpose we have used Xerces DOM parser to build a DOM tree in a main memory.
Then we have designed five simple tests, which are intended for measurement of a
Transaction Manager time complexity. This benchmark is for single transaction mode only. In
multitransaction mode we have not been able to obtain relevant results. We have been
measuring system deceleration caused by a single transaction.

Conclusion

The measurement has been done in a single transaction mode. Hence, we have been able to
gather real load caused by the Transaction Manager and its subcomponents. In the first test,
loading of a document, transaction manager embodied 2x — 5x deceleration depending on a
size of loaded document. The second test has added initialization of Transaction Manager
during document loading. It has not been significant deceleration observed in this test. The
third (read operations), fourth (update operations) and fifth (read + update operations) test
have embodied 2x deceleration. We would like to present our results on SYRCoDIS 2009.
Our future work will be focused on the integration of XQuery Update module into CellStore.
Finally, we will run the benchmarks in a multitransaction mode.
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Perceptual coding of digital audio is a topical issue. Many papers have been presented
and many systems for perceptual coding were introduced. Presented project investigates
potentials of wavelet transform principles in perceptual coding of digital audio.

Most of the current wide-band audio coders use either Pseudo Quadrature Mirror Filter
(PQMF) filter banks or Modified Cosine Transform (MDCT) for transformation of an input
digital audio signal into its frequency domain representation. Both methods suffer from the
origin of artifacts. Wavelet transform represents compromise between PQMF filter bank and
MDCT transform and should be more resistant to the origin of artifacts.

Novel Wavelet Filter Bank Based Wide-band Audio Coder [1] was introduced during
the project realization. This coder uses Wavelet Filter Bank (WFB) for time/frequency
transformation of an input digital audio signal. WFB decomposes the signal into 28 critically
sampled sub-bands, coding is than performed in these 28 sub-bands. WFB was designed with
the respect of human hearing therefore distribution of sub-bands bandwidths is close
correlated with Bark scale [3]. Signal in each sub-band is than windowed to cut it into finite
blocks. Time lengths of the windows depend on the sub-band. Low-frequency window is
much longer than high-frequency one, which correspond with the theory of human hearing
[3]. Exact length of the window depends on the time-masking effects. Windowed signal is
normalized in the next step to increase dynamics.

Psychoacoustic model is an important part of the coder that analyzes input signal from
the psychacoustical point of view. Psychoacoustic model briefly analyses components of the
signal and determine frequency dependant masking curve that describes border between
perceptible and imperceptible sounds. Masking curve is sometimes converted into Signal to
Mask Ratio (SMR). SMR describes distance of the given frequency component of the
analyzed signal from the masking curve. Negative value denote, that the given frequency
component is not perceptible. Obtained masking curve or SMR is than used to control coding
process.

Two different psychoacoustic models are designed for the Wavelet Filter Bank Based
Wide-band Audio Coder at the moment. The first is a simple static psychoacoustic model that
takes into account hearing threshold only not masking effects. This simple model is used
mainly during the development process and for the first evaluation of the designed coder. The
second psychoacoustic model is based on the ISO/IEC MPEG-1 Psychoacoustic Analysis
Model 1 of MPEG 1 audio standard [4]. This model takes into account frequency masking
effects. Description of the advanced psychoacoustic model can be found in [2].
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All the processing before this point was lossless, purpose of it was to prepare signal for
re-quantization that is performed in the next step. Input audio signal is expected to have
standard CD quality - sampling frequency 44.1 kHz and 16 bit quantization. Re-quantization
block performs reduction of the bit depth of the samples in each window according to the
information given by psychoacoustic model. Bit depth of the samples differs in frequency
(sub-bands) and time (windows in each sub-band). Saved bit space is not constant and differs
according to the character of the coded audio signal.

Output data stream is formed by the last block of the Wavelet Filter Bank Based Wide
Band Audio Coder. Information that is necessary for the decoding of the original audio
content is multiplexed with the coded audio data in this block. Special format of the output
data stream is necessary for the storage and transmission of the coded audio data. Standard
Matlab functions are used at the moment and special format is expected to be created.

For the purposes of evaluation of perceived quality of digital sound signals was created
mobile measuring system. This system consists of a quiet mobile computer MSI PR200,
professional external sound card RME Fireface 400 and professional headphones Koss MV1.
Computer is equipped with software Cubase 4, Adobe Audition 2, Opera and Matlab
environment with Wavelet Toolbox. This software set makes it possible to perform all
necessary measurement including subjective and objective evaluation tests. Software Cubase
4 and Adobe Audition is used for signals generation, reproduction and recording. Opera
software is an implementation of the recommendation ITU-R BS-1387 (PEAQ) that defines
methods objective evaluation of perceived audio quality.
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At present, the web is a widely used source of information. To allow users to work
effectively, current research focuses on the development of new methods for easier
information access. There is an increasing need of adaptive personalization. Current systems
face the problem that data are not machine-understandable and automatic processing of data is
limited. This problem could be solved by using Semantic Web technologies. In our work, we
utilize this approach and we are developing a general model for adaptive hypermedia that
should provide a formal description and allow simple development of such systems.

We would like to be able to create good adaptive systems with the ability to re-use data and
cooperate with each other. The identified problems were defined as research questions in [1].
Our work should find answers to these questions. We need a formal theory of adaptive
hypermedia, which is still missing. In our work we have analyzed the most desirable
requirements of good adaptive systems. Based on these requirements we have extended the
modeling loop of adaptive systems and proposed the General Ontological Model for Adaptive
Web Environments (GOMAWE). Our model is based on the semantic data representation.
The architecture of GOMAWE can be divided into several layers — storage layer, reasoning
layer, integration layer, interface layer and application layer. More detailed description of the
model can be found in [1].

Based on the theoretical model proposal, we have performed several experiments. We started
with experiments in the field of e-learning. Adaptive environments are very closely related to
the area of e-Learning [2]. We have analyzed students’ requirements on adaptive systems by a
questionnaire, where the students marked their preferences, e.g. significant information for
adaptation or the most important adaptation techniques. We have developed an ontology for
e-learning adaptive system and a core of the system used to access the stored information.
The full implementation of an e-learning system will be done in our future work.

Following the first experiments in the field of e-learning we have implemented an adaptive
system, where adaptation is focused on recommending the most suitable items for the user
[3]. The system has two interfaces. One of them is a bookstore and the other is a library. The
implemented system was used for simple experiments focused on data interchange. Another
important result was the evaluation of the speed of information access using the semantic data
layer.

We have presented our innovative approach to the design and development of intelligent
information systems. We have proposed the theoretical foundations of our General
Ontological Model for Adaptive Web Environments model (GOMAWE). We have
implemented an adaptive system prototype and performed several experiments.

In our future work we will focus on formal description of the GOMAWE, complete
implementation of the model and perform experiments to verify out theoretical proposals. We
assume that the adaptive system is an interactive system. Therefore, utilizing the graph
grammar theory seems to be a promising approach. The storage layer implementation will be
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extended with the multidimensional matrix as described in the proposal of our model. Rules
stored in the multidimensional matrix will add the possibility to infer user preferences that are
not directly stored in the user model. We will implement an e-learning system, which will be
used for experimenting with a variety of adaptation techniques. We will focus on those parts
of the model that were omitted in the previous implementation and experiment with the
semantic data storage at a more general level.

The results of our research are part of the work of a special research group WEBING
(http://webing.felk.cvut.cz).
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In 2006, the project -Research and development the multipoint microwave systems- was
initiated with support of the Ministry of Industry and Trade. Team from the Department of
Telecommunications Engineering FEE, Czech Technical University in Prague participates in
the project with main SVM Microwaves Ltd. The project is an industrial research in the field
of microwave distribution systems, primary research and development of a new type of high-
speed multipoint microwave links.

The first part focuses on problems with signal spreading in mobile wireless networks.
The next part describes possible problems’ solution on the physical layer of the Reference
Model ISO/OSI (further as RM). The solution on the physical layer is represented by the
system with signal transmission and receiving diversity (SIMO, MISO and MIMO). Thanks
to a special link and network layer protocols the diversity system is capable of working also
on upper RM layers. The upper layer diversity system is explained in 3rd part. The last part
describes our application of the upper layer diversity system in mobile wireless commu-
nication. This system was implemented to the aerobatic plane and used for high speed video
streaming from aerobatic plane to the ground.

Technique of diversity radio transmission is effectively measured for avoidance of
multi-path propagation. These diversity systems operate on layer one of RM. The oldest
diversity systems are based on space diversity and are called SIMO (Single Input — Multiple
Output). The transmitter has one transmitting and several receiving antennas, where the
distance between receiving antennas must be at least half wavelength. Each antenna receives
the signal from different place and transfers it to the receiver, which was chosen as the
strongest and uncorrupted one for further processing. This technique of diversity receive is
implemented in GSM and WLAN networks.

The next diversity technique is based on several transmitting and one receiving
antennas. This diversity system is called MISO (Multiple Input — Single Output) and it is
working in the following way: each of transmitting antennas transmit the same signal to the
one receiving antenna.

Both of described principles expressively avoid fading creation. The last but not least
of the layer one diversity systems is MIMO (Multiple Input — Multiple Output). It exists in
two versions, where one of them is based on spatial diversity and the other one on the spatial
multiplexing. Both of them have several transmitting and receiving antennas and transmit on
the same frequencies. Spatial diversity is characterized by transmitting the same data through
the separate antennas (full redundancy). Each antenna has different space-time code that is
reciprocally orthogonal. Separated antennas and orthogonal space-time codes make
communication more stable and reliable. Spatial multiplexing system differs from spatial
diversity in several parameters. The main dissimilarity is that, they are transmitting different
data through the separate antennas. This feature enables high throughput contrary to the full
redundancy but to achieve good functioning, in comparison with the system with spatial
diversity, a better signal to noise ratio is needed. Thanks to this function it also possible to use
Space Time Multiplex, which enables independent data transmission from each antenna. In
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Spatial multiplexing system every data signal is coded by Spatial-Time Code, because
individual data signals must be differentiate as it is in the spatial diversity.

The MIMO technique utilizes the Non Line of Sight communication in comparison
with common wireless systems, which do not work in this case. Layer one diversity resolves
only optimal transmitting and receiving, but it does not resolves integrity of transferred data.
Problem of transferred datagram and packets integrity can be tackle on upper RM layers.

The diversity on upper RM layers can be realized with use of special network
protocols, which operate on link and network layers. Ethernet usually uses the Wireless Point
to Multi-Point system as its transmission system. It operates on link layer of RM and is
compatible with diversity features. The diversity on link layer is implemented in standard
IEEE 802.3ad. GNU Linux also implemented diversity and called it Bonding. Both link layer
diversity systems are able to make parallel channels with possibility of transmission the same
or different data. Also they are capable of increasing the throughput or making a redundancy
in data transmission. A big disadvantage of these systems is optimization for wires. Therefore
it is necessary to have a minimal delay between datagram transferred in parallel channels.
Requirements of minimal delay exclude use of wireless systems without additionally diversity
protocol correction.

The diversity is also realizable on 3rd layer, where it is possible to make backup or
load balancing between parallel data channels, thanks to the dynamic routing protocol.
Dynamic routing protocols work only in IP networks. The most famous routing protocols
with this featuring are OSPF and EIGRP.

Diversity on link and network layer makes delay greater than on physical one. The
delay on upper layers is created by manipulation of datagram and packets in comparison with
physical layer, where we are working with signals. Working with data on upper layers is
preferable, because it is possible to check integrity there. It is more preferable to use diversity
solution on the second layer because data system exchange is very slow on the third layer. As
it was mentioned, the diversity on the third layer is very slow and unusable to our purpose
from this point of view. It is very complicated to implement layer one manipulation into
wireless devices, the same as the diversity is unusable on the third layer.
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For a graduate in our profession it is important to gain not only theoretical foundation
through education, but also an adequate practical proficiency. The main aim of the project was
to innovate educational process in subject "Integrated Services Network" in practical courses
as well as in theoretical level.

Innovation of practical courses

Main work has been done in innovation of practical courses. Hereafter there is refreshed
practical courses syllabus that contains two rebuild practical tasks (Task 3, Task 5) as well as
two completely new practical tasks (Task 1, Task 2).

Task 1  SS7 Signaling System Analysis

Task 2 QoS — delay impact on speech quality

Task 3  ISDN B- and D-channel Data Transmission Analysis
Task 4  SIP Signaling Analysis

Task 5 H.323 Signaling Analysis

Task 6 H.323 — Cooperation with Gatekeeper

Task 7 VolIP Gateway Configuration

Task 8§  VolP Numbering Plan Implementation

Innovation of theoretical workshops

Three theoretical workshops consist of segment of theory and segment of simulation
presentation. Simulation should enrich educational process with demonstration of behavior
theoretically known methods and principles.

Simulations are mainly in a manner of
o Dbasic principles of SS7 signaling system

o SS7 frame and message formatting
« call flow and interchange of SS7 messages in network behavior

All simulations are done by multimedia presentation.

Innovation of practical tasks

All input study materials for practical tasks have been innovated and transformed into
Internet—ready form and then published to server that belongs to our department
(www.comtel.cz > Pfedméty > X32SIS > Materily pro vyuku) and therefore are anytime
easily accessible not only by our students.

Innovation of Task 1 — old laboratory local private branch exchange (PbX) has been
replaced by powerful computer based solution equipped by Ethernet and SS7 cards with
software that can manage internetwork signaling interchange (SS7 and SIP/H.323). Moreover
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material and tools to successful task realization (cables, connectors ...) has been bought,
repaired and re-measured.

Innovation of Task 2 — new laboratory measurement device that can emulate real network
behavior has been bought. This network emulator hardware comes with specialized software
that can generate mostly all types of network traffic and can catch and analyze all of event
(bits, frames, packets and messages) within exchange between communicating parties and well
arranged results present on a monitor screen.

Innovation of Task 3 — new terminal endpoints equipped by software analysis tools for
detailed analysis of both transmission services over B- and D- channel ISDN has been bought.

Innovation of Task 5 — new VolP terminals supporting H.323 signaling and software for
detailed and educational analysis of signaling messages exchange has been bought.

Innovation of theoretical lectures

The revised basic of telco knowledge that has been deeply studied has extended a spectrum
of lectures. Mainly English written literature has been translated into new lecture base that is in
form of MS PowerPoint presentation. This chosen format is able to show new concepts with
animated explanation. This is more didactical. An electronic form of new lectures has been
placed on Internet (www.comtel.cz > Pfedméty - X32SIS - Materidly pro vyuku) and
therefore is easily accessible by students.

Conclusion

Main goals of subject innovation are:

New knowledge implementation.

New simulation implementation in theoretical workshops.

Workplace innovation for practical tasks.

Practical tasks optimization and material, tools and device complementation.
New study material creation for theoretical parts of course.

All study material is now in electronic form of presentation.

Motivation of students to study modern telco technologies.
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Subject Data Networks at Czech Technical University in Prague acquaints
undergraduate students with an overview of principles and current state of Data Networks.
The subject is mainly focused on WAN technologies such as Point-to-Point Protocol (PPP),
High-Level Data Link Control (HDLC), Frame Relay, X.25, Ethernet and Asynchronous
Transfer Mode (ATM). An important part of theoretical lectures is focused on Multiprotocol
Label Switching (MPLS) technology which is now replacing technologies such as Frame
Relay or ATM, mostly because it is better aligned with current and future technology needs.
The practical exercises of subject are focused on practice with specialized networking
equipment, such as routers, switches and protocol analyzers. The practical courses have been
improved in following points:

- Practice exercise: Configuration and management of ADSL service has been
equipped with an ADLS2+ DSLAM. This equipment newly allows students
configuration and management of provider’s part of ADSL network.

- ISDN switch used in practice exercises has been extended with a new ISDN
module. This extension increases number of simultaneously available ISDN lines.

- A new practical exercise and materials focused on QoS and design of data
networks have been prepared.

Quality of service (QoS) is an important part of converged network in which voice,
video, and data traffic use the same network facilities. Multimedia streams, such as those
produced by video-conferencing or IP telephony, are very sensitive to delivery delays and
create unique QoS requirements. The following problems usually encountered when we
discuss about QoS in packet networks:

- Bandwidth is one of the key factors that affect QoS in a network; the more
bandwidth there is, the better the QoS will be. However, simply increasing
bandwidth will not necessarily solve all congestion and flow problems.

- End-to-end delay is the time taken for a packet to be transmitted across a network
from source to destination. Factors contributing to total delay are for example:
compression, packetization, queuing, serialization, propagation, processing
(switching), and decompression.

- Variation of delay (jitter) is defined by RFC 3393 as the difference in end-to-end
delay between selected packets in a flow.

- Packet loss occurs when one or more packets of data travelling across a computer
network fail to reach their destination.

Implementing QoS involves three major steps:
- Identifying traffic types and their requirements [1].
- Classifying traffic based on the requirements identified.
- Defining policies for each traffic class.
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Simulation software presented in practical exercises can help network designers
(students) simulate and then analyze the effect of various parameters on the network
performance and QoS. There are many network simulation tools available today (for example
commercial: OPNET Modeler, NetRule, NetSim or non-commercial: ns-2, OMNeT++,
SSFNet, GNS-3, J-Sim, REAL ....). The following network simulators are available for
students in laboratory:

- ns-2 is a discrete event simulator targeted at networking research. It provides

support for simulation of many protocols (TCP, UDP, HTTP ...), traffic models
(Web Traffic, CBR ...), routing, and multicast protocols over wired and wireless
networks.

- OMNeT++ is a discrete event simulation environment based on C++. It has a
component-based, modular and open-architecture simulation environment with
strong GUI support and an embeddable simulation kernel. The simulator can be
used for modelling: communication protocols, computer networks, traffic
modelling, multi-processors and distributed systems, etc.

- NetSim is a network simulation tool that simulates Cisco Systems' networking
hardware and software and is designed to aid the user in learning the Cisco I0S
command structure.

- GNS3 is a graphical network simulator and an excellent complementary tool to
real labs for administrators of Cisco networks or people wanting to pass their
CCNA, CCNP, CCIP or CCIE certifications.

The new practical exercises allow students to gain additional skills in data networks and QoS
area. Students will be able to implement QoS tools such as congestion management or
queuing methods on a converged network. All innovated practical exercises will be introduced
into education in the summer semester 2009.
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In the last few years have requirements for the amount of transmitted data and
transmission speed in the field of telecommunication applications and access networks rapidly
increased and this trend is supposed to continue further. With the fast development of new
technologies and related telecommunication services and their expansion is related constant
growth of requirements for transmission speed. Higher customer demands for fast access to
the Internet, services such as VoD (Video on Demand), IP TV in High Definition (HD) and
others, bring together increasing demands for transmission speed and overall performance of
access network infrastructure. Nowadays digital connections via metallic pairs will no longer
be sufficient. One of the possibilities to offer the end users necessary transmission capacity is
to use the optical telecommunication technologies, such as passive optical networks (PONs),
whose parameters and descriptions were already presented in several articles [1-2]. However
the development of optical access networks in Czech Republic is still very slow, the main
barrier appears to be the cost of necessary optical lines and components of optical networks.
That’s why we decided to build the demonstration laboratory workplace of passive optical
network for our students to introduce them this new optical solution for access network.

Typical PON configuration consists of several basic components. Optical line
termination, which provides services of network interconnection between access and core
telecommunication networks. This unit also arranges central management and controlling
services. Optical distribution network, which is a set of all optical transmission sources, such
as optical fibers and splitters. And optical network unit serves mainly as an optical — metallic
converter to provide connection for devices through metallic cable (such as metallic Ethernet).
This unit is mostly located in end user place. For the realization of the optical workplace,
several practical assumptions were prepared first, which should the final solution satisfy.
Basic assumptions were mainly about devices’ configuration, documentation, proportions,
and of course the summary price. Considering these requirements, products of Allied Telesis
were chosen. Optical termination is of modular type, the used configuration contains
management module with uplink ports as well as management and console interface, another
module for passive optical network realization (EPON) and module with ten optical Ethernet
ports for point — to — point connection. As for optical network units were chosen two standard
types with gigabit Ethernet interface. The workplace consists furthermore of three passive
optical splitters, four optical attenuators for long optical lines simulations and three rolls of
optical fibers with different length (2,2 and 7,8 km). Thanks to optical attenuators together
with fiber rolls it is possible to provide different network topologies as well as their various
lengths. All devices were mounted into standard server rack, optical ports of all units were
plugged into central optical panel to easily make connections between them by using only
short optical patch cords.

The workplace was projected for maximum universality, so it may serve for many
different purposes. The predetermination was to use it for laboratory tasks for education and
demonstration in several subjects concerning transmission systems. Students now have the
unique opportunity to compare parameters and capabilities of currently most widespread
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digital metallic connections xDSL with potentials of the modern technology of passive optical
networks. The workplace can be due to its universality also used for example for
demonstration of optical time — domain reflectometry (OTDR) or measuring of optical signal
level with optical analyzers, which allow rapid detection and diagnosis of the functioning of
the entire optical tract.

The proposed laboratory task is about providing services through optical access
network, for a demonstration of its capabilities and transmission parameters, distributing of
High Definition (HD) video stream was selected. Students’ task is to establish a proper
connection in the central optical panel first. The second step is to configure necessary
parameters for successful connection, which is indicated by receiving IP addresses for end
stations from a local DHCP server. Students can also prepare several profiles with different
transmission parameters (transmission speed for both directions, length of transmitting
frames, delays) and then subsequently use them for comparison of their influence on the
quality of transmitted video stream. Next step is establishing connection with local media
server, where high definition video previews are stored, and start receiving video stream. In
addition, students can connect one computer to the media server through ADSL2+ digital
connection and make direct comparison of transmission performance between these two
access networks (PON and ADSL2+).

This workplace of passive optical network was successfully designed and created and
is already being used for education of several subjects at the Department of
Telecommunication Engineering. It can be used for demonstrations of modern access network
solution, testing optical network performance and simulations and testing various optical
tracts. It can also provide practical simulations and testing for students working on their
bachelor or diploma thesis. Together with this workplace were also prepared new or updated
previous learning materials (presentations, laboratory manuals, description of workplace)
about this workplace and about passive optical networks, and were distributed to the students.
During the process of designing and creating of this workplace also came into being several
publications and presentations, the results of the whole project were already presented at
conferences (Pedagogicky Software 2008, Research in Telecommunication Technology 2008

(3D
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The target of the grant project 201/06/0648 is to suggest new intelligent solutions in the web
technologies area, which would qualitatively improve the user access to information on the web. By
the formulation of the main aspects of proposed solution of the project we put emphasis to structure
the main goal to sub-goals not only in the topics but also in the time. Research covers three basic
areas of the web intelligence and eight of its sub-domains:

Task A. Intelligent methods of information searching on the web

Task B. Adaptation of information of hypertext documents

Task C. Unification of access to information on the web

Grant has supported research in the specified area of internet computing and has been achieved very
interesting results objectified by the publications on international platforms (participation on 27
conferences with 45 papers), An expected contributions from the proposal of this grant were carried
out - see the proposal from the 2005 year:

Expected assets in the frame of information technology are and among investigated areas belong
especially

- research on intelligent and heuristic technique to support information searching in web
environment,

- research on searching methods on the web with consideration to the semantics the information
sought,

- investigation on adaptability of access to information on web according to the user
requirements, types and possibility,

- formulation and implementation of integrated access to heterogeneous type of information on
the web.

References - results:

[1] Martin SVIHLA, Projekt Kulttroskop: snaha aplikovat’ technoldgie sémantického webu
v praxi, DATAKON, Datakon 2008 (Sbornik databazové konference), Editori: Vaclav
Repa, Oleg Svato§, pp. 222-226, ISBN: 978-80-7355-081-3

[2] Martin SVIHLA A CASE STUDY: SEMANTIC WEB TECHNOLOGIES FOR CINEMA
COOPERATION, Proceedings of the IADIS International Conference e-Society 2008, Edited by:
Piet Kommers and Pedro Isaias, Publisher: IADIS Press, ISBN: 978-972-8924-55-3, pp. 483-486

[3] Lenka Hapalova, Ivan Jelinek, Semantic web access prediction by means of WordNet, -CENTRIC
2008, accepted

[4] Balik, M. - Jelinek, I.: A General Model for Personalized Web Design. In Proceedings of Workshop
2008. Praha: Czech Technical University in Prague, 2008, vol. A, p. 128-129. ISBN 978-80-01-
04016-4.

[5] Bure§, M - Jelinek, I.: Framework for Easy and Effective Implementation of Adaptive Features in
Web Portal. In Proceedings of the 11th IASTED International Conference Computers and

122



WORKSHOP 2009 INFORMATICS & AUTOMATION ENGINEERING

Advanced Technology in Education (CATE 2008). Calgary: Acta Press, 2008, p. 301-304.
ISBN 978-0-88986-768-0.

[6] Jelinek, I.: Intelligent web technologies. In Proceedings of Workshop 2008. Praha: Czech
Technical University in Prague, 2008, vol. A, p. 146-147. ISBN 978-80-01-04016-4.

[7] Jirkovsky, V. - Jelinek, I.: Using Semantic Web Technologies for Information Adaptation. In
Proceedings of the Interenational Conference on Computer Systems and Technologies and
Workshop fo PhD Students in Computing. Rousse: Bulgarian Chapter of ACM, 2008, vol. V,
p. V.10-6-V.10-10. ISBN 978-954-9641-52-3.

[8] Jun, R. - Jelinek, I.: Model For Automatic Ontology Linking. In Proceedings of Workshop 2008.
Praha: Czech Technical University in Prague, 2008, vol. A, p. 136-137. ISBN 978-80-01-04016-4.

[9] Kadlec, T. - Jelinek, I.: Semantic User Profile Acquisition and Sharing. In Proceedings of the
Interenational Conference on Computer Systems and Technologies and Workshop fo PhD
Students in Computing. Rousse: Bulgarian Chapter of ACM, 2008, vol. V, p. V.10-1-V.10-5.
ISBN 978-954-9641-52-3.

[10]Ota, M. - Jelinek, I.: Architecture Modelling of Large Cooperative Environments. In Proccedings of
the Cooperative Design, Visualization, and Engineering. Heidelberg: Springer, 2008, p. 277-280.
ISBN 978-3-540-88010-3.

[11]1Tomas Kadlec, Ivan Jelinek: Architecture for Semantic User Profile Interoperability, Innovations'08,
accepted

[12] Radek Jun, Ivan Jelinek, Luka$ Bafinka, Lenka Hapalova, Tomas Kadlec: Environment for
Evaluation of Algorithms, Innovations'08, accepted

[13] Vojtech Jirkovsky and lvan Jelinek: Combining Information Annotation and Extraction concepts
and methods, Innovations'08, accepted

[14]Martin Balik, Ivan Jelinek, Experimental Adaptive Web Portal with Semantic Data Store, 2nd
International Workshop on Semantic Media Adaptation and Personalization, accepted

[15]Balik, M. - Jelinek, I.: Towards Semantic Web-based Adaptive Hypermedia Model. In ESWC 2008
Ph.D. Symposium [CD-ROM]. Tilburg: CEUR Workshop Proceedings, 2008, p. 1-5. ISSN 1613-
0073.

[16] Balik, M. - Jelinek, |.: Towards Data Interoperability in Adaptive Environments. In World
Conference on E-Learning in Corporate, Government, Healthcare, and Higher Education Volume
2008, Number 1, Chesapeake, VA: Association for the Advancement of Computing in Education,
2008, p. 2480-2485.

[17]Jaroslav Pokorny and Karel Richta and Michal Valenta CellStore: Educational and Experimental
XML-Native DBMS, Information Systems Development, Challenges in Practice, Theory, and
Education Volume 1, Springer , December 2008, in print

[18] George Feuerlicht & Jaroslav Pokorny & Karel Richta & Narongdech Ruttananontsatean:
Integration of weakly heterogeneous semistructured data, 17th International Conference on
Information Systems Development, in Barry, C., Lang, M., Wojtkowski, W., Wojtkowski, G.,
Wrycza, S., & Zupancic, J. (eds) (2008) The Inter-Networked World: ISD Theory, Practice, and
Education. Springer-Verlag: New York, ISBN 978-0387304038, in print

[19]Martin Ota, Open Methodology Framework for Software Development in Large Enterprises,
doktorska disertacni prace, predlozena , prosinec 2008

This research has been supported by the grant of the Czech Grant Agency No. 201/06/0648
123



WORKSHOP 2009 INFORMATICS & AUTOMATION ENGINEERING

Accuracy and Preference
of Color-to-Grayscale Image Conversions
M. Cadik

cadikm@fel.cvut.cz

Department of Computer Graphics and Interaction, Faculty of Electrical Engineering,
Czech Technical University in Prague, Karlovo ndmésti 13, 121 35 Prague 2, Czech Republic

Converting color images to grayscale is used for various reasons, like for reproducing on
monochrome devices, subsequent processing, or for aesthetic intents. Color-to-grayscale
conversions perform a reduction of the three-dimensional color data into a single dimension.
Some loss of information during the conversion is inevitable, so the goal is to save as much
information from the original color image as possible. At the same time, the aim is also to
produce perceptually plausible grayscale results. Recently, various approaches to the color-to-
grayscale conversion problem have been proposed. While the problem’s complexity is currently
recognized, the performance of existing solutions is not. Even though researchers frequently
claim that their methods advance the field with respect to previous ones, it is important to
evaluate the performance of these algorithms in comparative, subjective experiments and
analyze their strengths and weaknesses.

In this research [2], we run two subjective perceptual experiments (preference and
accuracy), for which seven state-of-the-art color-to-grayscale conversions were evaluated by
119 human subjects. The set of inputs consisted of assorted 24 color images. Those images
depicted plants, foliage, fruits & vegetables, portraits, various photos, paintings, cartoons,
color testing images, and computational images. By means of statistical analysis of the
subjective experimental data, we assessed the strengths and weaknesses of the conversions,
with respect to the preference and accuracy of color reproduction. The design of the
experiments followed the 2AFC (two alternatives forced choice) approach [2]. In the
experiment with a reference (accuracy): every time, two grayscale images were displayed
along with the color original in the middle. Observers were asked to select the one of the two
grayscale images that was closer in appearance to the original color image, i.e. to select the
image that better reproduced the original. In the experiment without a reference (preference):
every time, two grayscale images were displayed. Observers were instructed to select the
grayscale image that they preferred. Specifically, the instructions stated: “Your task is to select
the preferred grayscale image from the presented pair.”

We used Thurstone’s Law of Comparative Judgments, Case V [2], to convert the
observed experimental data into interval z-score (standard score) scales. To inquire the
significance of the input images, the experiments (accuracy and preference), and the
conversions (i.e. the factors) on the observation data, we applied the multifactorial analysis of
variance (ANOVA) test [2]. The results show that the only significant main effect is the
conversion, which means that there are significant differences in the performances of the
inquired conversions. Neither the experiment type, nor the input image can alone explain the
variability in the data. However, two statistically significant interaction effects imply that the
observed scores depend on the combination of the conversion and the input image, and (with
the smallest probability, but still with a statistical significance) on the combination of the
conversion and the type of the experiment. This result suggests that the performances of the
conversions depend on input images and on experiment type, and it makes sense to show the
results separately for each input image and for each experiment. Then, we performed a multiple

comparison test over all the subjective data. This test returns an overall ranking of the
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conversions with the indication of the statistical significance of the differences between them.
The results show that the best ranked conversion in our study is Decolorize [3], but it performs
statistically similar to SmithO8 [4]; the worst ranked is Bala04 [1].

The overall accuracy and preference scores were obtained by averaging the percentage
matrices over all input images separately for the accuracy and preference experiments.
Altogether the best score in the accuracy experiment was achieved by SmithO8 [4], while
Decolorize [3] produces the most preferred grayscale images. Bala04 [1] was ranked the worst
in both the accuracy and preference experiments. Comparing the overall accuracy and
preference scores, we see similar trends in the results of the experiments.

Furthermore, we examined the experimental data for all the color images individually.
We converted the observation data into z-scores independently for each input image using the
Thurstone’s Law of Comparative Judgments. The results of the 3 test [2] show that there is
some agreement between observers, as all the p-values of the null hypothesis are clearly below
the threshold. This means that there are differences in the performances of the conversions,
which is also revealed by the ANOVA test. Moreover, numerical analysis suggests that each
subject was fairly consistent in their judgments. On the other hand, the agreement amongst
subjects varies from high values to lower agreement, which indicates that the complexity of
judgments differ depending on the input image.

Generally, our results [2] show that the Decolorize [3] and Smith04 [4] conversions are
the best ranked approaches, and the approach of Bala04 [1] performed the worst. However,
the analysis of individual images reveals that no conversion produces universally good results
for all the involved input images. Specifically, each of the seven inquired conversions was
ranked the worst for at least one input image and, apart from Bala04 [1], each conversion was
ranked the best for some input image. These results suggest that there still exist areas for
improvement of current conversions, especially in the robustness over various inputs.
Furthermore, we found a high degree of correspondence between the accuracy and preference
scores. Specifically, the results indicate that one dimension prevails in the subjects’ judgment of
the quality of the grayscale results. We believe that this is of particular importance and it is
necessary to conduct experimental subjective studies, such as the one presented, to validate
and evaluate color-to-grayscale conversions properly in order to expose their strengths and
weaknesses, and to attain a deeper understanding of the examined field.
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The Business Process Model (BPM) is a model, which describes business processes of an
organization. It is an important tool for understanding the activities and information, which
are typically used to achieve business goals. Creating of the BPM is recommended by the
Unified Process methodology for software development. Some development processes are
even BPM oriented (e.g. BORM). The BPM can be described in various notations: in the
Business Process Model Notation (BPMN)), in the Eriksson-Penker’s notation or sometimes as
the UML activity diagram. The BPMN contains the largest number of information about the
real processes; therefore it is the center of our work. Our research group is interested in model
driven software development (MDD), so transformations of one model into another are very
important task for us.

There exists is the description of a process of transformation from the BPMN to the analytics
class diagram in [1]. This work describes rules and recommendations, how an analyst can
make the transformation manually. Although the manual transformation is possible, the goal
is to make this transformation automatically. The automatic transformation can save time of
people working on the project.

There also exists the description how to transform the BPMN to analytic models (diagrams) —
use cases diagrams and diagram of analytic classes in [2]. And in [3] there is described a tool
for Microsoft Visio, which is implemented according to the rules described in [2]. This tool
transforms any model in BPMN automatically. This solution of the BPMN transformation
problem uses a QVT which is a transformation language developed by OMG and it can be
used to transform both BPMN and SBPM [4]. The SBPM is an extension of the classic
BPMN, which contains instruments adding information about security requirements. The
QVT rules defined in [2] can be used in any tool which transforms the BPMN to the use case
diagram and a class diagram; however there are some questions which are not solved. All of
these questions are connected with the entireness of the transformation.

The first question is about entirety of transformation — concretely if all information included
in the BPMN is also in the result of transformation. As was said the BPMN includes a large
number of information, not only about the order of the actions and states and their grouping,
but also about actors responsible for actions, about time delays or time triggers. After the
transformation according to [2] we get a sufficient class model and the use case diagram but
this transformation is information-loss. Created use case diagram contains only atomic
operations and actors. This also means that the information in class and use case diagram is
the same, only described in different notation - both diagrams describe actors and their
methods. The information about the order of actions in the global operation, which was
modeled in the original BPMN, is lost. There are two possible solutions — the first one is a
transformation of BPMN to the UML sequence diagram, the second one is to create some use
case textual description. The first solution seems easier than the second one; it is again
transformation, which can be realized by QVT rules. The second solution is difficult because
it is transformation from a model to a natural language. It brings complications with the
grammar, but for some languages it can be solved (on some basic level).
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The second question about entireness of the transformation described in [2] is connected with
the fact, that the transformation is forward-only. However, the question, if it is necessary to do
the backward transformation, has no definite answer. The backward transformation can be
useful in case of reverse engineering, which can be used in case of getting information about
existing code, or in a case when the business process analyst wants to see a difference between
business processes before and after usage of the software, then he/she needs to have two
models (BPM before and BPM after) to compare. The backward transformation cannot have
the class diagram or the use-case diagram as the initial transformation model, because these
models do not contain all information needed to create a description of the business process.
The information needed to meaningful backward transformation to BPMN is contained in the
UML sequence diagram (again the transformation from the use case text can be used, but it
will be very complicated). It means that although the transformation from BPMN to the
analytics diagrams is the transformation from one model into three diagrams (from one BPM
will be created a class diagram, a use case diagram, and a sequence diagram). The backward
transformation is on the other hand one to one transformation.

The BPM is used in the MDD for business process analysis. The transformation of the BPMN
to the UML analytic diagrams is possible and some transformations are described. Next goal
of our project is obvious - to create and describe transformation from the BPMN to the UML
sequence diagrams and back. The output will be the theoretical description of transformation
and a tool which will allow using this transformation in praxis. . The second goal could be to
study the possibility of the transformation from BPMN to the use case text. The research
should check usability of the Czech and the English language, but we think that the
transformation could not be fully automatic. The results of our research will be useful in the
area of business process analyzing and improvement and in the area of the software
development.
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Recent progress of project INDECS (leading towards designing of a system for controlling
experiments on the KSN-2 neutron diffractometer) within the last year 2008 was mainly
targetted on the development of tools for the actual communication with the new
measurement devices of our KSN-2 neutron diffractometer.

The main part of the diffractometer, the position sensitive detector (PSD), has a
computer interface in the form of an ADLink PCI-9812 A/D converter card. The card can
deliver up to 20 M samples per second, which is at 16 bit data (though sampling is only at 12
bits) with 2 channels (needed for one PSD) reaching towards the maximum throughput of the
PCI bus that the card uses. Up until now we've been using a specially written real-time driver
that required the RTLinux to operate. It had guaranteed response time (assured by the fact
that RTLinux is a hard real-time OS), but there were downsides to this solution, such as the
lack of support of recent HW in the free RTLinux, a requirement of the RTLinux itself, and
most importantly the lack of dynamic resources during the actual data acquisition.

So, an alternative to this solution have been developed in the form of a special stream
buffering engine called the Q-Buf. It has a form of an ordinary Linux kernel module
providing buffering services which try to mimic the behaviour of a hard real-time system as
close as possible, while still using standard kernel mechanisms. Of course under an ordinary
Linux kernel we can not really deliver the guarantees which the real-time solution provides.
We may, however, try to compensate this setback more than enough with the here available
possibility to use dynamic resources even during the data acquisition, which gives us also the
biggest advantage over the old RTLinux driver.

The engine uses simple algorithms to dynamically preallocate memory buffers, so that
there is always some free space available when it is needed to store the acquired data. The
dynamically allocated memory also allows us to use a lot of memory for buffering when the
application that processes the data does not catch up for some time. That prevents loosing
precious data in critical moments. And since we consider not loosing these data the top
priority, the buffers may extend throughout the whole available physical memory. The more
memory you have, the longer time you can allow to compensate for. But consuming all the
physical memory for the buffers may ultimately proove counterproductive, since the whole
system slows down dramatically or even crashes, when that happens. That is why an arbitrary
limit of the amount of memory the buffers may consume in total has been implemented, so
that everyone may choose how much he or she would want to let the buffers grow in order to
compensate for occasional system delays and how many would be left for the rest of the
system (in the critical moments).

Another aim of the Q-Buf is to provide the buffering services with as little overhead
as possible. In this case it imposes some restrains on the buffers, so that they can do both
DMA mapping to the device it communicates with (which spares CPU time, since the device
accesses the buffer directly), and memory mapping (using the system mmap(2) call) into the
user-space for direct access of the application that does the data processing. The latter also
saves the CPU time and memory, since normally when using standard read(2)/write(2) system
calls for accessing the data of the driver from an application, the CPU has to manually copy
the data from the kernel-space buffer into another buffer in the user-space.
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There is a reason why we call the Q-Buf an engine and not a driver. The Q-Buf was
designed to be just a skeleton of the actual driver. It provides the buffering services, it also
provides the bulk of the user-space memory mapping services and some support for the DMA
services of the buffers. However it has no knowledge of any of the actual devices it interacts
with. That is supposed to be done by a series of callback functions that the Q-Buf interface
expects to obtain from the real driver, which is supposed to be built around the Q-Buf
skeleton. So the driver just needs to handle the device-specific interactions and leave all the
things related to the buffering up to the Q-Buf engine. Design like this allows the usage of Q-
Buf engine with various devices, not only the ADLink PCI-9812 that we intent to use it for,
and at the same time, it makes the writing of a driver for such devices much more simple.

Another part of the KSN-2 diffractometer that has recently contributed to our
development efforts is the new 2-axis Eulerian cradle goniometer made by Huber together
with its Huber SMC9300 stepper motor controller. The controller is actually a fully
functional PC computer runnung Windows OS, that can control the stepper motors of the
cradle (plus other possible stepper motors up to the count of 8 total) either manually using the
touch-screen of the controller or remotely via a TCP connection over the Ethernet network
using a series of simple ASCII commands that it can follow.

Since the former method is not really practical for doing the experiments, the latter
has caught our interest and made us develop a relatively straight forward (yet necessary) tool
for remote control of the SMC9300 controller from a terminal of a remote Linux computer.

The tool is called hubersmc and it is in fact a daemon (background resident program)
that uses named pipes to communicate (bidirectionally) with applications on one side and
TCP sockets to communicate with the SMC9300 controller over the Ethernet on the other
side. As an implication the stepper motors can be controlled both from any other application
running on the system and manually by redirecting handwritten commands to the named pipe
of the daemon (of course, preferrably not at the same time).

Among understanding commands of the SMC9300 needed for the direct control of the
goniometer axes, it adds several meta-commands that allow preprogramming of hierarchical
loops with predefined steps and ranges and a handshake commands that can be used to say
when the cradle can execute the next step of a loop and on the other hand replies back to the
application when the movement has been completed, so that the measurement can continue.

That was the summary of our main work on project INDECS done within year 2008.
There is still some work on the actual drivers to be done, but we expect to do first practical
experiments using these newly developed tools in the first quarter of the year 2009.
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Image capturing via CCD (CMOS) cameras is corrupted by numerous perturbing
influences. Some of these influences are time-invariant and some others temporal. The time-
invariant influence is an image blurring (rising from various causes) that can be
mathematically understood as a deterministic 2D ISI channel (2D Convolution with the
core A ). On the other hand among temporal influences especially noises dominate. In this
kind of cameras there are three significant noise sources: thermal noise (Poisson process),
readout noise (Gaussian process) and quantization noise (uniform process) [2], [4].

All sources create single composite noise source that affects the captured blurred
image as a random memory-less channel with independent eliminated states (IECS-ML). The
behavior of such random channel (advanced noise model) [4] is biased by three
parameters y,, 0, (mean value and standard deviation of the readout noise), depending on
the sensor readout rate, and g, (mean value and squared standard deviation of the thermal
noise), exponentially raising according to the sensor temperature7. The knowledge of
blurring and formation of the mentioned noise model, emulating precisely real noises in the
given image processing system, consequently enables the application of the powerful iterative
detection methods based on the criterion of maximum a posteriori probability (MAP) which
make the restoration D of true image D from corrupted signal R, . These methods embody a
high numerical effectivity, performance and robustness and in one-dimensional forms, they
have found utilization in the area of Turbo code detection.

The optimal 2D MAP detector is based on the criterion

d(i, j) = arg (M){(m) S[RA,D]} )
d(i,j) | D:d(i.j)

where d (i, /) denotes the wanted estimation, d(i, /) testing estimator (pixel), D:d(, ) set

of possible image realizations containing the estimator d(i,j) and (M) with (m) certain

types of marginalization operators. The quantity S[R d,f)] is to be understood as some kind

of joint probabilistic measure consequent upon disposition of both 2D ISI channel and IECS-

ML channel.

The direct evaluation of the D from the criterion (1) (single stage detection) is
impossible because it requires a sequent substitution of all potential image realizations D . But
IECS-ML channel makes possible decomposition of the detection problem from the entire
page D to the level of individual (mutually overlapping) convolution regions, corresponding
to individual captured pixels. Therefore we can substitute the single stage MAP detector by
the sub-optimal iterative detection network (IDN). Such network is formed from a definite
number of functional blocks so-called soft inversions (SISO modules) that present statistical
devices complementary to the functional blocks in the appropriately designed, hypothetical
modular model of the deterministic image blurring (2D convolution with the core A).
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In the course of each iteration / of the IDN, from countN,, is every SISO module
once activated at the least. The activation rests in the reading of soft measures (whole
probability densities {SI[E"’]},, corresponding to certain random variable & in the
hypothetical model) on inputs of a SISO module, followed by the enumeration of output soft
measures (whole densities {SO[& (”]} ). The current iteration concludes an exchange of soft
measures {SO[EP]},— {SI[£"]}, among the neighboring modules. After execution of all
iterations N, , the estimations of all wanted (output) random variables are performed from the
formula ;‘ arg (M YSI[E]SO[E]] so-called hard decision [11, [2], [3], [4].

The IDN closely cooperates with the SODEM (Soft output demodulator) providing
fundamental hypothesis about captured signal R, (sufficient statistic). This functional block
contains knowledge of IECS-ML channel statistical properties (likelihood function) and
presents a gateway between the domain of real realizations (realizations of certain random
variables), where are operated with scalars (factual realizations), and the probability domain
of the IDN, where are operated with whole densities.

The IDN is able to converge to the solution of the optimal MAP with numerical
exigencies incomparable lower. However these exigencies can be unbearable high in the cases
of IDNs recovering grayscale or color images and such systems will require additional sub-
optimality insertion. Therefore, the IDNs for restoration only of black & white images are
presently examined. One of the possible real applications of these systems is presented in [3].
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Investigation of novel techniques for excitation of coil-less
fluxgate
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Coil-less fluxgates are e new type of orthogonal fluxgate (sensors of magnetic field) invented
in our Department, and successfully patented [1]. They are composed of a magnetic microwire
as core; an ac current flows into the wire: the magnetic field generated by the current saturates
the wire in circumferential direction. Traditional orthogonal fluxgate use a pick-up coil wound
around the wire to measure the variation of magnetic flux in circumferential direction. Coil-
less fluxgates use no coil, as the output voltage is measured directly from the terminations of
the wire. This effect is due to stress induced helical anisotropy of the magnetic microwire[2].
Therefore the sensor is composed only by a microwire without any coil: this makes possible
high miniaturization of the sensors.

The first attempt to use this sensor has been done using traditional sinewave excitation
current. This technique was useful to show ho the sensor works, and to give a model in order
to explain the physical principal the sensor is based on [3]. However it was not very useful for
practical applications. Indeed we should consider that high saturation is necessary, for
instance if we want to achieve good parameters in terms of rejection of perming (offset change
after exposition to very high field). The saturation of the wire depends only on the maximum
value of the current flowing into the wire, regardless its waveform. Using sinewave current is
highly inefficient; we should rather achieve the maximum required value as soon as possible,
then rapidly decrease the current to zero. In other word we should try to minimize the RMS
value of the current while keeping the peak value constant.

We therefore tried to use pulsing current: we have proved that the physical principle the coil-
less fluxgate is based on still works when excited by pulsing current instead of sinewave [4].
In this way we strongly reduced the power consumption of our sensor. For example, using a
70mA peak current with 10% duty cycle pulses, we obtained as 40 uW power absorption,
which is very low value. This achievement is particularly important when we consider that
reduction of the absorbed power means reduction of thermal dilatation of the sensor, which
generally results in instability of the sensors parameters.

Moreover we should consider that for practical application is not so easy to produce a pure
sinewave, without spurious even harmonics. On the contrary, it is very easy to generate
pulsing current using mosfet bridge.

Once we proved that the coil-less fluxgate can be employed also by using pulse excitation
current, we further investigate a new method to extract the output voltage. Second harmonic
extraction is commonly used for sinewave excited fluxgates, but this technique is not very
useful in case of pulse excitation. Moreover it is not easy to implement phase sensitive
detection circuit, with good parameters, in portable instruments.

Therefore we developed an other method, which consist of gating integration of the Voltage
pulses on wire’s terminations [4]. In order to achieve this method we first studied the behavior
of the output voltage while changing the external magnetic field. We have identified two time
ranges in each pulse which have different behavior: if the voltage increases as the magnetic
field in the first range, it will decrease in the second range, and vice versa.
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We then selected integrating window to be only in a range with uniform behavior, both for
negative and positive pulse of the voltage.

The integral of each chopped slice of voltage both for negative and positive pulse are strongly
non linear, but the sum of them is linear, due to the symmetry of BH loop of the magnetic
wire.

We have proved the functionality of this method for output voltage extraction by using two
boxcar averagers, available in our laboratory. Unfortunately it is not easy to set the width of
the integrating window with a good accuracy: therefore we can expect some mismatch
between duration of the window on the positive and negative pulse. This mismatch determines
a lack of non-linearity compensation, resulting in a non-linear output characteristic.

Therefore we developed a electronic circuit which provides accurate timing signals: it
includes PIC microcontrollers which generate PWM signals, digital decoder which transform
the PWM signals to gate signals, solid state switches AD613 to chop the voltage and AD620
instrumentation amplifier in integrating configuration to obtain the sum of the integrals of the
chopped voltage pulses. Using such circuit we have achieved a 0.6% maximum non linearity
in a =100 pT range, which is a good result for open loop sensor, in such a wide range.
Moreover we included into the circuit the excitation unit which generates the pulsing
excitation current.

All parameters like duty cycle, frequency and amplitude of excitation current, as well as all
parameters like position and duration of integrating windows, can be adjusted from PC via
USB connection.

Finally, we have developed an easy method for excitation and signal extraction of coil-less
fluxgate, which allows strong reduction of power consumption. Moreover we have developed
an electronic circuit which employs this method including all necessary components to
generate pulsing current and gating integration. We are currently testing its features in terms
of noise rejection.
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The Medipix2 [1] is a semiconductor detector of ionizing radiation from approx.
3keV of energy. Medipix2 consists of a silicon sensor chip bonded to a read-out chip. The
sensor is equipped with a matrix of 256x256 square electrodes (pixels). Each electrode (of
area 55x55 microns) is connected to its own electronics made in the read-out chip. One of
the main advantages of this device for astronomic applications is the fact that each pixel
works as a single channel analyzer with a digital counter counting individual registered
photons. Measurement time (exposition time) is not limited. Each pixel has two
discriminators for setting energy window.

The Medipix2 have low noise, can work at room temperature and it has low power
consumption. From this reasons, Medipix2 look as the very convenient detectors, mainly for
astronomic and astrophysical applications with the lobster eye optics.

The Timepix device [2] is derived from the Medipix2. Both devices have the same
basic properties (matrix size, energy range, energy resolution, etc.). Electronics in Timepix
is modified and allows several additional modes. On of these modes (TOT mode) allows to
determine incoming particle energy.

Lobster eye optics [3, 4] represents an X-ray optics of reflective type, i.e. optics
consists of reflecting surfaces. For the experiment, the optics of a Schmidt type [3] has been
used. This optics consists of two orthogonal sets of reflecting surfaces. Lobster eye provides
good efficiency and wide field of view. Disadvantage of its optics is multiplication of the
image. This effect can be neglected using reconstruction algorithmes.

Although the lobster eye optics looks to be a suited optics for the Medipix2 or
Timepix detector, the problem arises with the energy range. Medipix2 (and Timepix) have
lower detection limit about 3keV and lobster eye optics are to being used for the energies
about 1keV. Nevertheless, the lobster eye can be used at higher energies. Presented results
show possibility of using a lobster eye optics with Medipix2 (or Timepix) detector at
energies of approx. 8keV.

Measurements have been performed in the laboratories of Rigaku innovative
technologies, s.r.o. The used setup consists of the X-ray tube source with copper target,
lobster eye optics and a detector. X-Ray tube has been set to accelerating voltage 40kV. The
detector and x-ray tube was fixed in the focuses of the optics. Optics is located on the device
allowing vertical and horizontal translations. The used optics is designed for imaging from
focus to focus. It has outer dimensions 65x30x30mm, mirror dimensions 22x20x0.1mm,
mirror spacing 300 microns. Mirrors are gold coated, Mirrors at the side of the X-ray source
are curved and they are oriented vertically. Mirrors at the side of the detector are planar and
they are oriented horizontally. Distance between the edge of the optics and the X-ray source
was 455mm, distance between the edge of the optics and a detector was 580mm.

The image obtained with the centered optics indicates, that the optics is operative at the
chosen energy (approx. 8keV). To determine field of view,
it have been found positions of the optics, when
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the center of the cross lays at the edge of the image. Distance between these positions is
16.8mm. If, for the sake of simplicity, it is supposed that the optics lays at the middle of
distance between the X-ray tube and detector, i.e. at 550mm, field of view can be determined
as approx. 1.7 deg. Spatial resolution can be estimated from the dimensions of the central
part of the cross, which is approx. 20 pixels in the horizontal axe and 45 pixels in the
vertical axe. These data lead to values 6.5' spatial resolution in the horizontal axe and 15' in
the vertical axe.

The image distortion and intensity as a function of a source position have been
measured. For the applications, these effect have to be known, because they have to be
corrected. In this measurement, the Medipix2 detector have been used. The X-ray tube
source and the detector has been situated in fixed distances from the optics. Imaging of the
source from various angles was simulated by movements of the optics in the axes
perpendicular to the optical axe. Shifts of the centers of the crosses from an ideal positions
(i.e. with linear optics) to a measured positions have been compared with the theoretical
model. It has been found, that measured shifts qualitatively corresponds to the theoretical
model. Quantitative results are different in the vertical axe. It is probably caused by the
inaccurate focusing.

To get knowledge about functionality of the lobster eye for higher energies, spectra
in various regions of the image have been measured. With the Timepix detector and optics
centered, spectra have been measured in the center of the cross, in the arms of the cross
and in the remainder parts of the image. The obtained results indicates, that the used lobster
eye operates also at energies higher than 10keV. Getting the more exact information of the
behavior of the lobster eye optics at higher energies will be the subject of the further
research.
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Detection of magnetic markers requires increased reading distance. However, the
spatial resolution is not the main concern, as in magnetic imaging , where the reading distance
can be as low as few hundreds of microns [1, 2]. Keeping this distance brings always
problems when moving the sensor head or the investigated object. Increasing the gap requires
sensors of the magnetic field with high sensitivity (GMR, AMR, fluxgate). The spatial
resolution is decreasing because of the flux-lines closing with increasing distance. Magnetic
markers with remanent field high enough can be detected in DC mode — this is the case of
security strips of amorphous materials in goods, or ferrimagnetic particles in printing ink used
in banknotes and cheques. However, superparamagnetic particles, as they do not have
detectable remanent field, require an excitation with external AC field.

Increasing the reading distance to several millimeters results in field values even below
1 nT, which for room-temperature measurements and even in DC mode clearly favors fluxgate
sensors. Having a suitable shape, they can be used because of their high resolution, superior
DC stability and low noise at room temperatures. They also do not suffer from the large cross-
field effect unlike the AMR sensors, used e.g. in [3]. Slim printed-circuit-board (PCB)
fluxgate sensors allow a close spacing of the sensors in the array and allow forming a
gradiometer with very short gradiometric base. The good repeatability of sensor’s parameters,
achieved by the PCB manufacturing process, guarantees a good balance of the gradiometer.

We used PCB race-track fluxgate sensors of our design (33 x 15mm, 1lmm thick) with
the sensitivity of 460 V/T. They form a sensor head, which was placed on a movable non-
magnetic arm allowing positioning in the 2D plane. We used 2 PCB fluxgate sensors, with the
sensitive axis aligned perpendicularly to the measuring plane, so we were measuring the
normal component of the magnetic field. When subtracting the output signal of the two
sensors (e.g. directly at the input of the 2™ harmonic detector), we obtained the horizontal
gradient of the normal field component. This geometry suppresses well the Earth’s field
vector as the main homogenous field source.

The signal from the two fluxgate sensors is being fed to a difference amplifier and is
detected with 2"-harmonic detector (Signal-Recovery 7265 lock-in amplifier). With the
sensors 5 mm above the plane, we were able to scan the gradient field of the 1-US dollar
banknote, which uses magnetic ink for safety purposes. Similar test was performed on 20 Euro
banknote, but only the metallic security strip was detectable. The measurable horizontal
gradient was in the range of =30 nT/mm. These good results were obtained because of the
well-matching parameters of PCB fluxgate sensors.

One of the possible applications is detecting of hidden magnetic markers (e.g. in
clothes, or in goods before de-magnetizing at the cash-desk). We tested the setup with a
0.2 mm thin Permalloy (NiFe) wire. The wire was still detectable in a distance of 10 mm, on a
5 mm distance, we could even observe the dipole character of the wire. The spatial resolution
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was however low, as the magnetic flux lines are closing too fast over the increasing reading
distance, so the proposed barcode scanning is not realistic with our sensors.

The final aim of this work was to detect superparamagnetic particles, as they are
widely used in biomedicine. In [4], AC excitation field and SQUID gradiometer were used to
detect breast cancer lymph nodes using superparamagnetic particles. Ludwig et. al. are using
fluxgate sensors with pulse excited particles and detecting the signal in time-domain [5]. We
used our race-track fluxgate sensors, and arranged them perpendiculary to the AC excitation
field, because our sensors exhibit low sensitivity to perpendicular fields. The sensor spacing
was 2 mm and we used two lock-in amplifiers - first one (Stanford Research Systems 830)
was used as 2nd harmonic detector to process the output of the two fluxgate sensors
(connected to difference input of the instrument), while the second lock-in amplifier (Signal
Recovery 7265) supplied a low frequency reference sinewave which was driving the
excitation field, applied by the Helmholtz coils. It served also as reference for the first lock-in
amplifier. With applied field of about 200 pT, 200 Hz, and with sensors carefully aligned, we
measured the normal field component present due to the magnetization of the particles in the
marker. We used a volume of 0.6 ml (0.15 umol, 15.8 mg/ml) Endorem marker, which is a
colloidal solution of iron oxide particles in water and is used for MRI imaging. When
sweeping a container with the solution under the sensor head, we were able to detect the
movement on a maximum distance of 10 mm (see Fig. 5). The drift of the sensors and the
electronics has to bee kept as low as possible, since it was clearly observed as a limiting factor
in the setup, and should be improved for future applications in detecting of superparamagnetic
markers.
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Magnetometers are important instruments in many fields, like navigation [1],
ferromagnetic objects detection, Earth’s magnetic field exploration. The more accurate
measurements are needed the more precise instruments have to be used. Fluxgate
magnetometers, often used in these applications, do not have an absolute output (in contrast to
scalar proton magnetometers), thus they have to be calibrated. The calibration procedure is
essential for reaching high accuracy.

There are two basic techniques which are used to calibrate a magnetometer. The first
one uses a set of three orthogonally positioned Helmholtz coils which can create an arbitrary
vector of magnetic field. The calibrated device (magnetometer) is then exposed to the set of
predefined magnetic field vectors. The vectors (with different directions but the same
magnitude) are chosen in such a way that they uniformly cover a surface of a virtual unit
sphere. Then some iterative algorithm (or linear parametrization) is used to calculate the
calibration parameters (three sensitivities, three offsets, three non-orthogonality angles) from
the recorded data. One of the benefits of this approach is the possibility to determine also the
alignment of the sensor axes with the magnetometer’s case. Unfortunately this method has at
least one significant drawback — the time-temperature stability of the calibrating device has to
be better than that device we want to calibrate. This is actually very difficult to achieve and
there are only a few laboratories around the world which can fulfill these strict requirements
(e.g. Magnetsrode in Germany, Nurmijarvi Geophysical Observatory in Finland [2], Canberra
Observatory in Australia).

The second method is a reversal of the first one. A positioning of the calibrated
magnetometer in a static and homogenous magnetic field is used to collect the desired set of
data samples. Undisturbed magnetic field of the Earth can be used for this purpose. The
calibration should be performed in an area free of ferromagnetic components, away of sources
of magnetic fields (railways, metro...) and the magnitude of the field should be continuously
monitored with a scalar magnetometer (to prevent the influence of some diurnal field
variations or even magnetic storms). This procedure is called “scalar calibration” [3,4]. It is
obvious that this method can be used in a same way for a calibration of accelerometers
(instead of magnetic field the gravity field is used, which limits the value of calibrated
acceleration to +1g).

The work presented here deals with the second mentioned method. The original idea
comes from a similar project which was carried out at the Danish National Space Institute. On
site testing and calibration of space grade magnetometers for ESA’s SWARM mission was the
main motivation. A calibration and testing of a compact compass module is one example of
application at the Czech Technical University. In order to reach high accuracy a relatively
high amount of data samples has to enter to the calculation algorithm (hundreds). This
requires a device which accomplishes the automated positioning of the magnetometer. The
design and construction of such a system was the main objective of this project. There are two
main requirements: the platform has to be absolutely, completely non-magnetic and computer
controllable. In order to get the desired set of magnetic vector samples at least two axes of
freedom are needed (roll and pitch). The addition of a third axis (azimuth) gives us a
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possibility to calibrate and test more complex devices (an electronic compass with electronic
tilt compensation). A motor-powered gimbaled suspension is the operational principle.

Motors based on a piezoelectric friction principle are the only suitable commercially
available (non-magnetic) actuators. Motors from a Japanese company Shinsei were selected
(type USR60-E3, with the biggest torque available on the market — 0.5N.m). They are
controlled through a dedicated controller board (high voltage is needed for their operation).
The mechanical design of the platform was developed with the use of modeling software. The
software allows to check the mass of the components (moment of inertia) and to easily create
a production data — most of the parts must be custom-made. The main construction materials
used are: aluminum profiles (frame, tooth-wheels), brass (axes, screws), plastic & glass
(bearings). The aluminum is very suitable as a main construction material, it brings rigidity to
the design and is easily machinable. A drawback of aluminum is its relatively high value of
magnetic susceptibility (2.3 x 107°), which will also slightly distort the magnetic field. Very
difficult task is the design and construction of the position sensing. Due to the friction
principle of the drives some position feedback is needed. The scalar calibration does not
require very high exactness of the position setting (only its equal distribution). Preciseness of
one degree is satisfactory. No commercially available non-magnetic position sensor was found
on the market. An optical incremental sensor was built from scratch for this purpose. The
problem is that even small SMD (surface mount device) components usually contain some
amount of ferromagnetic material. Finally there are only two SMD infra-red diodes and photo-
transistors in the vicinity of the sensor in the current design. All other electronic parts have to
be placed several meters away.

An electronic control unit with single-chip microcontroller has been built. The unit
receives commands from PC (via USB) and controls the operation of piezo-motor drivers and
optical incremental sensors. The PC software was programmed in National Instruments
LabWindows/CVI. A text file with a predefined set of positions serves as an input to the
algorithm. The measured data have to be stored separately and merged with a file with
timestamps when the platform reached each position. Then a script (for example in
MATLAB) is used to calculate the calibration coefficients. The system is now in a testing
phase, ready for final assembly a measurements.
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Introduction

This document concerns the development of a low-cost inertial navigation unit. This
includes a testing of inertial sensors, implementation of a navigation algorithm (enhanced by
sensor output data de-noising) and the design of a filter for sensors output data fusion based
on Kalman filtering. Over the last decades there was a remarkable increase in demand for low-
cost inertial navigation systems (INS) to serve as car navigation, personal navigation or
navigation for unmanned aerial vehicles and aviation in general. A rapid technological
advance in the precision and reliability of micro-electro-mechanical sensors is a promising
key factor in the area of low-cost INS. Although the precision and reliability increases, the
low-cost sensors still exhibit large long-term errors, giving the opportunity to seek for
solutions. Such a solution was sought by introducing innovations into the hardware concept
[1] as well as into the conventional signal processing algorithms.

Inertial Navigation System

With an ability to measure specific force using an accelerometer, it is possible to
calculate the change in velocity and position by performing successive integrations of the
acceleration. A conventional low-cost INS usually contains three accelerometers and three
angular rate sensors, mounted perpendicularly to each other in order to create an orthogonal
frame of reference. To navigate with respect to this frame of reference, it is necessary to track
the directions in which the accelerometers are pointing. Rotational motion of the navigated
object can be sensed using angular rate sensors. These sensors are therefore used to determine
the orientation of the accelerometers as well as to obtain the attitude angles. In practice, to
enhance the INS performance, additional sources of information are added, such as the GPS or
magnetometer. A filter used for sensor output data fusion is called Kalman filter (KF).
Development Procedure

As mentioned in the introduction, the actual development procedure was divided into
three main stages: the sensors performance analysis and the hardware realization; the design
of the navigation algorithm and the actual Kalman filter proposal. For each stage, comparison
measurements using two professional AHRS (Attitude and Heading Reference Systems) were
performed. The units were the 3DM-GX2 (MicroStrain) and the AHRS M3 (Innalabs).

In the majority of the inertial navigation applications simple approximation of the
random sensor errors, such as drift and sensor noise, is done by random processes, especially
Gauss-Markov processes. Shaping filters are designed according to the sensor performance
analysis —static and dynamic measurements of the power spectral densities of sensors output.
Such shaping filters were designed by using random processes as well as untraditional
autoregressive approach. Beside the random errors, the sensor bias, scale factor and sensing
axis misalignment errors are in general compensated by calibration. This will be done in the
final stage of development using a rotational tilt platform and both the 3DM-GX2 and AHRS
M3 units for comparison purposes.

In order to convert the rough sensor output data into position and velocity, so called

INS mechanization needs to be implemented. Firstly, sensors output data are de-noised using
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the Wavelet Multi-Resolution Analysis [2] which is an untraditional but effective procedure.
Secondly, corrections obtained by calibration are applied and finally, the appropriate
differential equations [3] are solved. This algorithm was implemented in Matlab and the
differential equations were solved with respect to the navigation frame of reference.

Kalman filtering is primarily a procedure for combining noisy sensor outputs to estimate
the state vector of a system model. The system state vector includes any system variables
(such as position and velocity) as well as inner variables for modelling sources of time-
correlated noise (sensor errors). Seeking optimal solution, Kalman filter is however “optimal”
if and only if physical world and a mathematical model coincide to each other. Since this is
impossible due to the nonlinear behavior of the real world, suboptimal solution is to be
sought. The theoretical background used to design such KF is described in [3, 4].

There exist three different approaches in the research to estimation methods for INS, all
based on KF: the minimum mean-square error based methods (linearized and extended KF),
the sampling-based methods (unscented KF and particle filters) and the artificial intelligence
based methods. As a part of this project, a research into these possibilities was carried out and
namely the extended and unscented KF algorithms were chosen for the actual implementation.
Hardware Realization

The actual hardware realization is based on a usage of Inertial Measurement Unit
(IMU), which includes an orthogonal system with 3 accelerometers and 3 angular rate sensors
(ADIS16355), and 2 biaxial accelerometers (ADIS16201) placed in modified framework. All
sensors and the IMU are manufactured by Analog Devices, Inc.

Conclusions

A hardware prototype of inertial navigation unit was created using low-cost inertial
sensors ADIS16201 and ADIS16355. Signal processing procedures for sensor output data de-
noising were implemented in Matlab to enhance the navigation algorithm that was developed
as well. The final stage of the project - the Kalman filter based data fusion algorithm
development is currently under evaluation in Matlab. As soon as the hardware implementation
issues will be solved, the inertial navigation unit prototype will be ready for calibration and
field tests. The two professional navigation units 3DM-GX2 (MicroStrain) and AHRS M3
(Innalabs) are used in all measurements as reference.
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1. Introduction

This paper presents the design and use of new evaluation modules for effective education
of digital signal processing at Czech Technical University in Prague, Faculty of
Electroengineering.

Education of digital signal processing may be divided into two parts: theory and
implementation. Theoretical part does not usually demand some special requirements for the
education means while the implementation part does. In the implementation part of the digital
signal processing there is the need for modern hardware, in most of cases either digital signal
processors (DSP) or field programmable gate arrays (FPGA) are used.

For the implementation part of the subject Digital signal processing in Telecommunication
tought in Master study program we have designed and manufactured new evaluation modules
with digital signal processors TMS320C6455 and TMS320C6713 in addition with daughter
cards for video communication.

Evaluation modules allow students to implement chosen algorithms of digital signal
processing (FFT, echo cancellation, FIR and IIR filtering, LPC analysis, DTMF coding, etc).

Daughter card for video communication includes the video RGB output and thus it can be
used for displaying image results used for example in digital image processing algorithms.

2. DSP Evaluation Module

First type of designed evaluation module is based on the TMS320C6455 digital signal
processor, which is the member of the highest-performance fixed-point DSP generation in the
TMS320C6000™ DSP platform [1]. The TMS320C6455 device is a member of the third-
generation high-performance DSPs, with peak performance of up to 9600 million instructions
per second thanks to advanced VelociTI™ very-long-instruction-word (VLIW) architecture
developed by company Texas Instruments, making these DSPs a suitable choice for
applications including video and communication infrastructure, medical imaging, and
wireless infrastructure. The TMS320C6455 device includes high bandwidth peripheral Serial
RapidIO which allows high bit rate transfers like image and video signals.

Second type of designed evaluation module is founded on the TMS320C6713 digital signal
processor. This processor is also member of TMS320C6000™ DSP platform, it has similar
peripherals, but it is floating-point architecture DSP, so it does require different programming
approach which is important for student’s DSP implementation skills.

Designed evaluation modules are controlled and programmed from the PC computer with
installed Code Composer Studio development software. Programs, which realize DSP
algorithms, may be written in C programming language or in lower level language called
linear assembler.

3. Daughter Card for Video Communication
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The video daughter card output displays a video signal on the screen of a PC monitor. The
video format may be chosen color or monochrome with the resolution of 640x480, 320x240
or 160x120 pixels [2]. The brightness of each pixel is represented by 8 bits, 4 bits and 2 bits.
The choice of resolution, number of colors and brightness states per pixel is limited by the
maximum transfer rate for the multichannel buffered serial port (McBSP) - peripheral of the
DSP used on the evaluation module. On the card there is implemented fast and precise D/A
converter and programmable integrated circuit which also generates all necessary
synchronization signals. The use of this daughter card is especially suitable in digital image
processing algorithms where can be used for example for displaying of results.

4. Old syllabus of seminars (the innovated part only)

Development tools for realization of discrete systems using digital signal processors
DSP instruction set

Design and simulation of discrete systems using MATLAB

Video and speech signal compression

Evaluation of properties of discrete systems using MATLAB

DSP Hardware

DSP Implementation techniques

5. New syllabus of seminars (the innovated part only)

Evaluation module with DSP TMS320C6455 and TMS320C6713, description, instruction set,
Code Composer development Studio (CCS)

Implementation of quantization, convolution and correlation on DSK TMS320C6455 or
TMS320C6713

Implementation of DFT, FFT, DCT on DSK TMS320C6455 or TMS320C6713
Implementation of FIR filters on DSK TMS320C6455 or TMS320C6713

Implementation of IIR filters on DSK TMS320C6455 or TMS320C6713

Implementation of DTMF decoding on DSK TMS320C6455 or TMS320C6713
Implementation of image filtering on DSK TMS320C6455 or TMS320C6713

6. Conclusion

The use of new evaluation modules and special daughter card for practical training led to
innovation and improvement of the subject digital signal processing in telecommunication.
The education of the subject is now much more effective due to new seminars where students
implement chosen algorithms of digital signal processing on designed two types of evaluation
modules using modern digital signal processors; first with fixed-point TMS320C6455 and
second with floating-point TMS320C6713. Moreover, students can work on their individual
projects focused on the implementation of DSP on these evaluation modules.
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The article deals with innovation of the Digital Signal Processing in
Telecommunication which is a subject at Czech Technical University. New laboratory
workplaces utilizing TM320C6455 Digital Signal Processors are created. Furthermore, new
laboratory exercises that allow students to get acquainted with specifics of Digital Signal
Processors with VLIW (Very-Long Instruction Word) architecture and its application in the
field of telecommunication are described. The laboratory exercises are especially focused on
DTMF signal decoding, echo cancellation and digital modulations. The Digital Signal
Processors are programmed in most of the cases in C language.

The subject of Digital Signal Processing in Telecommunications (IAT) is an optional
subject of Faculty of Electrical Engineering at Czech Technical University in Prague within
the framework of doctoral study program. At the present time the contents of this subject are
palpable unsatisfactory due to relatively old-fashioned equipment. Consequently, the subject
falls behind modern trends in given technical area. The following contribution sums up the
solutions and objectives of the project which main purpose is to modernize and make the
whole education of aforementioned subject more effective.

The objective of IAT subject is to provide students with theoretical and practical
understanding of the following topics:

e The possibilities of Digital Signal Processor (DSP) utilization and its architecture
understanding;

e The Hardware and software tools necessary for development of DSP applications;

e The address language and its relationship with DSP architecture;

e The employment of C programming language in order to implement various applications
on DSP;

e The understanding how DSPs are implemented into telecommunication equipments and
devices;

* Power optimization techniques.

The IAT subject is focused especially on PhD students. The primary objective is to
pass on knowledge in such a form, quality and scope to allow students implementation and
utilization of DSP in the very areas which are investigated by them. The areas to be
investigated are mainly compression algorithms, algorithms for move detection and many
others.

Up to date, quality and also quantity of such kind of information is more than critical
for research activity not only for PhD students but for bachelor and magistral students as well.
However, DSP based on TMS320C50 [1] can not meet the current requirements due to its
architectural and technological limitations in comparison with processors based on modern
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architecture. To be more specific, we are talking about DSP processors which exploit and
benefit from contemporary VLIW architecture [2], [3].

In order to keep in contact with current trends and technologies in given area is
necessary to innovate IAT subject accordingly.

The primary goal of IAT subject innovation is to make education more efficient
together with quality improvement. Additionally, higher competitive strength of individual
students is foreseen in their research activities. Proposed modifications are supposed to be
implemented into the summer half of year 2008. A respective imagination about the effect of
subject innovation can be made on the basis of simple comparison of existing and new subject
contents. Nevertheless, a great deal of innovation is accomplished also thanks to new
laboratory equipments.

The subject is oriented in such a manner which shall allow students to gain theoretical
knowledge in the area of modern DSP architecture. Furthermore, also practical understanding
in digital signal processing in telecommunication is enabled to the students. More than that,
students may acquire new skills in areas of image processing which is even not possible with
existing laboratory equipment at all. While debugging of individual algorithms is done in
Matlab system, for concrete implementation of algorithm in real time is used laboratory
equipment with DSP based on TMS320C6455 [4].

The subject of Digital Signal Processing implementation in telecommunication is
especially determined for students whose work is focused on the field of digital signal
processing. For these students is knowledge about implementation of DSP algorithms on
modern equipment as key factor. The contribution of the innovation described in this article
rests in creation of suitable conditions necessary for education and research activity of
students. Moreover, new laboratory equipments may be used for solution of problems
concerning area of digital signal processing in bachelor, diploma or dissertation thesis.
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This paper introduces several simple daughter cards useful in the education of digital
image and video processing in communication technology. The daughter cards complement
the popular Texas Instruments DSP starter kits based on the high performance DSP family
TMS320C6x, preferably TMS320C6713, TMS320C6416 and TMS320C6455.

Texas Instruments [1] and third parties [2] offer several DSP starter kits based on the
DSP family TMS320C6x [1]. The widely spread DSP starter kits DSK6713, DSK6416 and
DSK6455 are popular in the teaching of the digital signal processing at numerous universities.
Moreover, they are popular in the industry, too. However, the low cost DSP starter kits lack
the input and output for the image and video processing. On the other hand the specialized
industrial starter kits with video input/output capability are much more expensive. In our
experience, the image and video processing tasks like image and video filtering,
enhancement, recognition, compression, coding etc. do not require the full TV resolution in
the education process. The image and video algorithms can be demonstrated and exercised
even in a reduced resolution successfully. We have developed, tested and successfully used
several simple daughter cards for the image and video input and output and for the graphic
output. In order to keep the hardware of the daughter cards as simple as possible, the data
transfer between the daughter cards and the Digital Signal Processor occurs via the Enhanced
Direct Memory Access channel and the Multichannel Buffered Serial Port.

The first card is a bilevel graphic display card. The proposed graphic output displays
the graphic data on a PC monitor. The graphic output is useful e.g. in the real-time
visualization of signals and their spectra. We use the graphic output in our courses in the FFT
and spectral analysis. The spatial resolution of the graphic output amounts 640x480, 800x600
and 1024x768 pixels with 1 bit per pixel and 60Hz frame rate. The circuitry consists of the
monostable multivibrator 74HC221 only. The data transfer is accomplished by the Enhanced
Direct Memory Access channel via the Multichannel Buffered Serial Port. The Central
Processing Unit is not involved in the data transfer at all.

The second card is a color graphic display card. The color graphic output displays the
graphic data on a PC monitor. The spatial resolution of the color graphic output amounts
640x480 pixels with 4 bits per pixel and 60Hz frame rate. Three bits are fed to the RGB
inputs of the PC monitor. Consequently, there are 8 colors available on the screen. The fourth
bit is used for pixel blinking by the gating of the RGB signals. In the latest version all the
circuitry consists of one CPLD XC9572XL [4] only. The data transfer is accomplished by the
Enhanced Direct Memory Access channel via the Multichannel Buffered Serial Port. Hence
the Central Processing Unit is free for the DSP specific tasks.

The third card is a graphic display card. The video output displays a video signal with
the resolution of 320x240 monochrome pixels on the screen of a PC monitor. The brightness
of each pixel is represented by 8 bits. The timing of the video output is compliant with the
timing of the PC monitor in the 640x480 pixels VGA mode at 60Hz frame rate. It is one of
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the standard modes of most PC monitors. The RGB signals (R=G=B) are output using the
Enhanced Direct Memory Access channel via the Multichannel Buffered Serial Port. The
Central Processing Unit is free for the DSP specific tasks. The deserialization of the video
data stream provided by the Multichannel Buffered Serial Port is accomplished by the CPLD
XC9572XL. The 8bit digital luminance value is converted to the analog form either by the
TDA7802 digital to analog converter or by the passive R-2R digital to analog converter. The
color component is not generated. Both the vertical and horizontal synchronization signals are
generated by the CPLD XC9572XL. The Central Processing Unit of the Digital Signal
Processor is not involved in the data transfer at all. Hence the Central Processing Unit is free
for the digital signal processing.

The fourth card is a video input card. The video input accepts both the NTSC and PAL
video signals. The video decoder TVP5150A [1] digitizes the video signal with the frame rate
of 25/30 Hz. Only the subsampled luminance component of the video signal is transferred to
the Digital Signal Processor. The color component is discarded. The subsampling of the
luminance component to the resolution of 320x240 pixels and its serialization is
accomplished by the CPLD XC9572XL. The serialized video data stream is transferred to the
internal RAM of the Digital Signal Processor via the Multichannel Buffered Serial Port and
Enhanced Direct Memory Access channel.

The fifth card is a USB web camera interface. The image and video input using the
web camera consists of the USB/SPI converter MAX3421E. The SPI port of the MAX3421E
is connected to the Multichannel Buffered Serial Port of the DSP. The data transfer is
accomplished by the Multichannel Buffered Serial Port and Enhanced Direct Memory Access
channel. The resolution of the image transferred to the DSP depends on the resolution of the
web camera. The resolution usually varies between 320x240 and 1024x768 pixels.

All the introduced hardware was intentionally kept as simple as possible. The essence
of the expansion cards is in a clever programming of the integrated peripheral on the DSP
chip. For the programming of the Texas Instruments DSP chips, the software Code Composer
Studio is used. The programming occurs usually in the C language. The integrated C compiler
and Code Optimizer ensure a very good code quality in most cases. In rare cases the low level
programming in Linear Assembly or in pure Assembly is necessary. The pure Assembly is the
most tedious way of programming. Each instruction requires to specify which of the eight
available functional units will perform the instruction. In order to produce an industrial grade
code, a careful instruction planning process cannot be avoided in this case.
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Irradiation of silicon with high energy protons is very effective method to control
excess carrier lifetime in silicon power devices and, therefore, to improve their dynamic
characteristics [1]. Recently, another application of proton irradiation, low-temperature
formation of deep donor layers, was reported [2]. Radiation defects introduced by protons can
react with impurities in silicon and give rise to local donor layer appeared in the proton end of
range. The activation of so-called hydrogen-related thermal donors (THDs) depends on
substrate material and also on post-irradiation treatment. The formation of deep donor layers
is particularly attractive for semiconductor technology (field-stop layers, superjunction
transistors, etc). This method of doping proposes several advantages compared with classical
substitutional n-type doping made by diffusion of phosphorous or arsenic: much lower
thermal budget is required for THDs generation and they can be formed in any desirable depth
of semiconductor device by proper choice of proton energy.

In this work, we present effect of proton irradiation and subsequent isochronal
annealing on formation of local donor layers in three types of silicon substrates. First, the low-
doped (phosphorous concentration below 10" c¢m™) <100> oriented float-zone oxygen-rich
(FZ OR) n-type silicon was used. This material formed n-base of the planar p"nn* diodes
containing a relatively high concentration of O; due to long term diffusion used for fabrication
of deep p* and n* emitters. The diodes were irradiated with 1.8 MeV protons with fluences
ranging from 5x10'" to 4.6x10" cm™. Second test structures were p'nn* diodes based on
<111> FZ n-type (phosphorous concentration 9x10" cm®) oxygen-lean ([0i]~2x10" cm™®)
silicon (FZ OL) with shallow p* and n* emitters. Identical structures made on Czochralski
<111> n-type (phosphorous concentration 6x10' cm) oxygen-rich ([0;]~1x10'® cm™) silicon
(CZ) were also used. The diodes with shallow anode emitter were irradiated by 700 keV
protons to wide range of fluences ranging from 110" to 1x10™ cm™.

After irradiation, samples were isochronally annealed on air for 30 minutes in the
temperature range from 100 to 550°C. Deep levels resulted from irradiation and subsequent
annealing were characterized using deep level transient spectroscopy (DLTS). The
capacitance-voltage (C-V) measurement was applied to characterize spatial distribution of
active doping profile. All C-V measurements were performed at 85°C to eliminate influence
of ionized deep acceptors on donor distribution. We also monitored diode leakage and
breakdown voltage of diodes under test. Excess carrier lifetime was measured using OCVD
technique.

Our results showed that proton irradiation introduces shallow hydrogen donors (HDs)
at the proton end-of-range. The distribution of HDs has Gaussian-like shape and coincides
with implanted distribution of proton. The HDs have maximum concentration after irradiation
in all three substrates used in the experiment and their introduction rate linearly depends on
proton fluence. The HDs anneal out at approximately 250 °C. Series of thermal hydrogen
donors (THDs) appears after higher annealing temperature [3, 4] and they reach maximum
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concentration at 350°C. Annealing above 350°C results in formation of thermal donors (TDs).
In both oxygen rich materials, the formation of TDs was enhanced in the region towards to
implanted surface as well as in the bulk of the n-base. In the first case, thermal donors
enhanced by radiation damages (RETDs) participate on increasing of integral donor
concentration. The increased concentration of thermal donors in bulk corresponds to pure
TDs. Both RETDs and TDs reach maximum concentration at about 475 °C. For proton
fluences up to 1x10"* cm™, excess donors almost disappear after annealing at 550 °C but, for
higher fluences, they still remain in the vicinity of Rp and also spread into the bulk. Results
showed that for the same energy and fluence of protons, the peak concentration of excess
donors in the CZ material was higher by the factor of 1.5 compared with FZ OL silicon. This
proportion remained unchanged even after annealing at 400 and 500 °C. In contrast with
materials with high oxygen concentration, where formation of RETDs and also TDs in the
bulk region was enhanced, the profiles of excess THDs in FZ OL silicon are always well
localized in the vicinity of proton range and formation of bulk TDs was not registered for this
material.

When hydrogen donors are introduced into the low-doped n-base of power diode, they
strongly effect charge balance in this region and decrease blocking voltage Vgr. This was
confirmed on power p'nn* diodes irradiated with 1.8 MeV protons to different fluences. For
all fluences, the blocking voltage has the lowest magnitude directly after irradiation, that
corresponds to maximum concentration of HDs. Thus, after annealing at 250 °C HDs anneal
out, Vgr starts to recover. It decreases again at 450 °C that corresponds to higher TDs
concentration. The breakdown voltage recovers to the magnitude of not irradiated diode only
for fluence 1x10'* cm™ after annealing at 550 °C. The measurement of excess carrier lifetime
on FZ OR samples irradiated with 1.8 MeV protons to fluence 1x10" ¢cm? showed that
annealing at temperatures as high as 550 °C recovers carrier lifetime only to 65 % of the
initial magnitude. Therefore, the donor layers formed by proton irradiation with following
annealing, are effected by residual radiation defects that decrease carrier lifetime.
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We report on theoretical results and measured parameters of the VHGT triplex filter,
which was used for input part of the bidirectional transceiver TRx module. The photonic
receiver is the main part of the hybrid integrated microwave optoelectronic transceiver TRx
(transceiver TRx). The hybrid integrated microwave optoelectronic transceiver TRx is main
component for the optical networks PON (passive optical networks) with FTTH (fiber-to-the-
home) topology. The hybrid integration photonic receiver consists of an Epoxy Novolak Resin
polymer planar lightwave circuit (PLC) with volume holographic grating triplex filter VHGT
and surface-illuminated photodetectors. Planar lightwave circuit (PLC) hybrid integration
technology enables us to construct component by combining PLC with passive function (fiber
and planar optical waveguides) and active optoelectronics devices (laser diodes, optical
amplifiers and photodiodes) hybridized on a PLC [1]. The VHGT filter diffracts the 1550 nm
and 1490 nm wavelength radiation into separate directions, while transmitting the 1310 nm
wavelength radiation. The VHGT filter is diffractive element with volume holographic
gratings, which containing volume periodic changes index of refraction. When optical
radiation incidents on holographic grating and wavelength satisfy Bragg phase condition, then
radiation is diffracted for wavelength Ag of the transmission grating Ag= 2Asin®, where Ag is
Bragg wavelength, A is grating period and € is angle of the diffraction.

Recently in foreign sources optical waveguides and hybrid circuits based on the
polymeric materials such as the Polymethylmethacrylate (PMMA), Deutered ethylene
glycoldimetacrylate, (for the wave length of 1300 nm) or Pentafluoro-phenylmetacrylate (for
the wave length of 1550 nm) [2]. Our photonics receiver module has been designed with
RSoft simulation programs and constructed using a polymer PLC hybrid integration
technology. The photonics receiver module consists of a planar polymer waveguides with a
volume holographic grating triplex (VHGT) filter, surface-illuminated photodetectors (SI-
PD). Photonics receiver is the main part of the optical TRx module transmits a 1310 nm
radiation upload and receives a 1490 nm download data as well as a 1550 nm download
digital video signals for wavelength division multiplexing WDM cable TV application [3].
For measuring insertion losses VHGT triplex filter was used configuration with laser sources
OFLS-5 1550 nm, laser diode (LD SLT4460-DP-G120B) 1490 nm, collimate lens diameter
1.8 mm, photometer Anritsu ML910B with sensor MA9302A (750 nm-1800 nm). Triplex
filter was set on the aluminum base with system 3D mechanical micromanipulators. Inserting
losses VHGT triplex filter for optical source with 1550 nm was 0.84 dB and 0.96 dB at
diffraction optical power with triplex effect. Average inserting losses (results from two
measurements) VHGT triplex filter for optical source with 1490 nm was 0.53 dB and 0.2 dB
at diffraction optical power with triplex effect. Value transmission losses state from producer
VHGT is 0.1 dB (from 1260 nm to 1360 nm). For measuring deflection angle 1550 nm,
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1490 nm for triplex effect VHGT triplex filter was used configuration with laser sources
OFLS-5 1550 nm, laser diode (LD SLT4460-DP-G120B) 1490 nm, wave multiplexer,
collimate lens diameter 1.8 mm, beam analyzing system Beam Profiler BP 104-IR from Thor
Labs. The diffraction angle of the VHGT filter was measured by the beam analyzing system
Beam Profiler BP 104-UV, VIS, IR from Thor Labs. Triplex filter was set on the aluminum
base with system 3D mechanical micromanipulators. Collimate lens with input fiber was set at
the system with 3D mechanical micromanipulators. Further parameters were the temperature
sensitivity 0.01 nm/°C of the VHGT filter. The difference in Z-axis is 4 mm, difference in X-
axis is 1.2 mm, diffraction angle is 17 degree at wavelength 1550 nm. The difference in Z-axis
is 2 mm, difference in X-axis is 0.7 mm, diffraction angle is 19.3 degree at wavelength
1490 nm. Value diffraction angle state from producer VHGT is 19 degree at 1550 nm.

In this paper were presented first steps which guide to the design and construction of a
VHGT attached WDM triplex transceiver module TRx using polymer PLC hybrid integration
technology. Inserting losses VHGT triplex filter are 0.84 dB and 0.96 dB for optical source at
1550 nm. It was measure at triplex effect (diffraction optical power). Average inserting losses
(results from two measurements) VHGT triplex filter for optical source at 1490 nm was
0.53 dB and 0.2 dB at diffraction optical power with triplex effect. Value transmission losses
state from producer VHGT is 0.1 dB (for 1260 nm to 1360 nm). Diffraction angle VHGT
triplex filter is 17 degree for wavelength 1550 nm and 19.3 degree for wavelength 1490 nm.
Difference measured value and value state by the producer is given the temperature sensitivity
0.01 nm/°C VHGT triplex filter and inaccuracy value from graphs Beam Profiler BP 104-UV.
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We report on construction and measuring of a planar Optoelectronic receiver module
(OE receiver) for subscriber part of the passive optical network PON for a fiber to the home
FTTH topology. Our work will first concentrate on design and construction of a conventional
microwave optoelectronic receiver, where the fiber 50/125 pm waveguide is aligned to the
PIN InGaAs photodiode and it is connected to the HBT amplifier by a microstrip line. The
second step will construction of the planar hybrid OE receiver, which it has advantages in
planar integration of the optical and electronical part of the integration circuit on one
substrate. Other advantages are easy connection with other microwave devices, namely
photodiode, amplifier, and bias circuitry e.g. easier bonding with the general lithography
process, (easier compared to the monolithic process), other advantage is that the OE receiver
can be fabricated using existing technology together with devices in SMD packaging, which
have been substantially optimized. The OE receiver optical part consists of the epoxy novolak
resin polymer SU8-2000 Planar Lightwave Circuit (PLC) aligned with the OE receiver
microwave section and the both parts are placed on the composite substrate. The
optoelectronic part of the OE receiver was created by PIN InGaAs photodiode in SMD
package with a bandwidth operation of 2.5 GHz. The photodiode is placed in the groove for
elimination height offset. The electrical part is made by thin layer hybrid microwave electrical
integrated circuit, where PIN InGaAs photodiode is connected by microstripe line to the
output of OE receiver. The microstripe line is a thin film-type and has been formed using a
standard lithographic technology by sputtering process. The all parts are placed on the low
loss composite material substrate.

First stage of the PLC design is to couple the radiation from the single mode optical
fiber radiation source to the polymer waveguide on a planar substrate [3]; the high-
performance hybrid integration platform was made with piezoelectrically driven manipulator
which has the accuracy necessary for low-loss coupling between fiber-waveguide components.
In this case, the light is sent by a Single Mode Optical Fiber (SMF) which has a core of 9 um
with a cladding of 125 pm, the NA = 0.27; The coupling coefficient between the fiber and
waveguide is about 81%, this value was calculated using the Hunsperger equation and
simulated in BeamPROP software.

The second part of our research will be the design of the connection between the
polymer waveguide and PIN InGaAs photodiode. The optimal distance between optical
polymeric waveguide facet and PIN InGaAs photodiode was calculated and simulate in
program Beam Prop for fundamental mode TE,. The simulation was optimized to maximum
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transfer optical power. The optimal distance of the output facet optical waveguide and the
detection area of the photodiode were derived to 220 um.

The network analyzer HP 8510 was used for the dynamic characteristics measuring of
the OE receiver. We sent the modulated radiation from the E/O transmitter pig tail to the
polymer waveguides on a planar substrate, consecutive the light from the waveguide is
detected by the PIN InGaAs photodiode and changes to the electrical signal. The experiment
in this part consists in measure the transmitted electrical power from the network analyzer to
the photodiode. The limited bandwidth (500 MHz) is because the connection from the
photodiode to the analyzer was made with long parallel cable but when the photodiode is
connected to the amplifier and measured the dynamic characteristics the bandwidth is about
3.5 GHz because after the amplifier the OE receiver has a SMA jacks for RF output.

The O/E transmitter operates with bandwidth 5 GHz at wavelength 1.3 pm. The signal
detected in the output of the PIN InGaAs photodiode had an average value of -65 dBm, after
the amplifier the value is -35 dBm and the noise introduced by the equipment is in the range
of -90 dBm. The signal-to-noise ratio is a term for the power ratio between a signal
(meaningful information) and the background noise. The value of SNR of whole OE receiver
is 55 dB.

Further work will be concentrate to the implementation of the HBT amplifier in the
OE receiver and simulation of the whole receiver with bandwidth 2.5 GHz as the main
optoelectronic part of the hybrid PLC integrated microwave OE receiver for the FTTH
topology optical PON networks.
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Quantum dots (QDs) are structures where the charge carriers are confined in three
dimensions within a region smaller than their de Broglie wavelength. They behave as
artificial atoms and can provide novel properties which are advantageous for device
application. In semiconductors, they can be realized, e.g., as self-assembled three dimensional
InAs islands that spontaneously form during the initial phases of heteroepitaxial growth of
InAs layers on the GaAs substrate. These InAs/GaAs QD structures are a subject of intense
research since it is expected that they become a base for cheap, low threshold, high output and
heatsink free lasers for the 1.55 pm communication band. The uncovered InAs islands are
hardly ever employed and must be covered by a capping layer (CL) providing their protection
and suppressing the non-radiative recombination through surface states. During the
overgrowth, residual strain in the QD layer increases and QDs also significantly change their
size, shape and stoichiometry. Since the electronic and optical properties of QDs strongly
depend on these parameters, a detailed understanding of the capping process is essential for
engineering of InAs/GaAs QD structures.

During first two years of the project, we studied the effect of metalorganic vapor phase
epitaxy (MOVPE) growth conditions on structural and optical properties of InAs/GaAs QD
structures. We focused mainly on the effect of wetting layer thickness, QD growth time, CL
composition, and stacking of multiple QD layers [1-2]. This year, we investigated in detail the
effect of QD CL thickness and composition on optical properties of MOVPE grown QDs.

InAs QD structures were prepared by low-pressure MOVPE on semi insulating GaAs
(001) substrates using the Stranski—Krastanow growth mode. The structures were grown in
AIXTRON 200 reactor equipped with a reflectance anisotropy spectrometer from Laytec.
TMGa, TMIn, and AsHj3 were used as precursors. The structures were grown at 490°C except
the first GaAs buffer layer (650°C). InAs wetting layer was deposited with a growth rate of
0.06 monolayer per second, V/III ratio was 83 and a growth time of 27 s. The growth was
then interrupted for 15 s to allow QDs formation. QDs were then covered by GaAs (or
Ing23Gag77As) CLs with different thicknesses ranging from 0 to 42.5 nm. Atomic force
microscopy (AFM) images were taken in the contact mode using the NTEGRA Prima system
from NT MTD. Room temperature photoluminescence (PL) spectra were excited by
semiconductor lasers (670 nm and 980 nm) and recorded by a standard lock-in detection
technique. Quantum transitions were simulated by the nextnano® 3D simulator using a
calibrated model of the QD structures [1].

156



WORKSHOP 2009 ELECTRICAL ENGINEERING & INSTRUMENTATION

AFM images obtained on uncapped samples revealed that uncovered QDs are InAs
lenses which are slightly elongated in the [-110] direction. Their average density is 1.6x10"
em™, lateral dimensions along [-110] and [110] axes are 25+10 and 2248 nm, resp., and their
average height is 4.0£1.3 nm. A significant spread of QD sizes causes that the uncovered
layer of QDs exhibits a broad PL spectrum which peaks at 1.43 um. Gradual covering by the
GaAs CL reduces QDs height and density. With increasing GaAs covering, the density of
QDs decreases to 1.3x10'" cm™ probably due to the dissolution of smaller dots. QDs are
transformed either into approx. 2 nm high plateaus elongated into the [-110] direction or
rhombus shaped objects with a central hole [3]. These undesirable, optically non active rings
with a central hole which extends up to the GaAs substrate develop preferentially from the
bigger QDs. The QDs shrinking is caused by the deposited Ga atoms which accumulate at
QDs base, preferentially along the [-110] direction, forcing In atoms to migrate from the top
of QD to its base. The driving mechanism of In outdiffusion and alloying weakens and
vanishes with decreasing QD height or increasing In content in the capping layer. PL
measurement performed on GaAs capped samples showed that very thin CLs (thinner than
QD height) improve homogeneity of QDs structures (the PL peak significantly narrows) and
increases the PL intensity. However, thicker GaAs capping causes an undesirable blue shift
(up to 1.26 pum) of the emitted wavelength. Comparison of the experimental (PL) and
calculated room temperature transition energies originating from the InAs QDs covered by
GaAs CLs with different thicknesses showed that this blue shift is mainly caused by the
change of the QD band structure due to increasing strain in the layer which lifts up the
conduction band in the upper part of the QD structure [4]. Results of AFM measurements
obtained on QD structures covered by Ing23Gag77As CLs revealed a favourable effect the In
content in the CL: the bigger QD structures preferentially developed and their height was
conserved. As a result, PL maximum measured on Ing23Gag77As capped QDs showed a red
shift very close to the required wavelength of 1.55 um.
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Low-energy nuclear excitation by laser—induced plasma

The possibility to excite low energy nuclear states by laser induced plasma is being
experimentally investigated [1] on the Prague Asterix Laser System PALS (see
www.pals.cas.cz). This medium—energy high—power system yields interaction intensities at the
level of 10'® — 10" Wem ™ producing subrelativistic plasmas with electron temperature of the
order of 1-10 keV. These low—energy electrons from hot dense plasma can excite low—lying
nuclear states. The nucleus '*'Ta was chosen [2] for this first study in view of the relatively
short decay time (6 ps) of the excited level (6.2 keV). The laser plasma pulse lasts 250 ps.

Active detectors for direct detection of plasma radiation

In frame of this project, particular effort is placed on the use of active detectors (i.e. real-time
digital charge integrating devices) inside the interaction chamber for the direct detection of
plasma radiation and/or subsequent nuclear radiation. Two types of detector systems (see
www.utef.cvut.cz/medipix) are being implemented and adapted for this purpose: Hybrid
semiconductor pixel detectors (Medipix2, TimePix of the CERN Medipix Collaboration) [3]
and scintillating detectors of which BaF, was selected as the most suitable type.

BakF; scintillating detector for soft X-ray detection

We investigated the spectrometric response of a BaF, scintillating detector (Korth Kristalle
GmbH) of dimensions 5x5x5 mm’, decay time 630 ns (slow component) resp. 0.6-0.8 ns (fast
component), light yield 10 photons/keV (slow comp.) resp. 1.8 photons/keV (fast comp.) and
photoelectron yield 16% of Nal(Tl) for gammas (slow comp.) resp. 3% (fast comp.). A fast
photomultiplier (Hamamatsu No. H5783-04) was used. The energy threshold of this system
was determined at 1 keV (noise level) corresponding to 2 mV. Tests done with 5.9 keV X-rays
from **Fe yield a maximum at 12 mV with a mean measured signal at about 4 mV.

Detector shield for very high radiation and EMI environment

In addition to the particular experimental setup — i.e., Ta or W target, direct target or indirect
geometry (using either a secondary target such as an ion collector or also an X-ray diffracting
crystal), the shielding of the detector systems presented the major challenge. A massive and
complex shield was required in view of ionizing radiation noise. However, the non—ionizing
(i.e. Electromagnetic Interference — EMI) noise which also arises at such high power and short
plasma pulses resulted namely in a marked but gradually varying disturbance of the
detector/preamplifier signal. The design of the system shield against ionizing radiation was
conceived of three segments/layers: outer, intermediate and inner. The outer shield consisted of
polyethylene of generally 2 cm with the goal to stop or slow down electrons emitted by the
target. The intermediate layer consisted of dural foils of a total 5 mm thickness placed namely
at the interfaces and loose edges of the surrounding shielding blocks. The task is to stop
charged particles which eventually arise and cross inter block apertures. The inner layer
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contains three lead sheet plates of full thickness usually 15 mm. The task is to shield photons
originating both from the target and from ion interaction in the chamber and other shielding
blocks. This inner layer should already avoid any direct charged particle impact with exception
of relativistic electrons. Further thick Al and Pb plates as well as thin Al/C paper foils were
additionally implemented. The detector window was also (optically) protected by a 125 pum
thick Be foil.

Measurements at PALS

The system used was tested with a number of varying and massive shielding settings of varying
geometry and thicknesses of the three layers above with and without hole aperture on target.
Measurements at PALS were carried out on two different targets (Ta and W) in three different
arrangements:

1) Direct view of detector on target: Even the fully closed and massive shield yielded
signals. Thus, even this strong shield is either not sufficient and/or penetrating
radiation is non—negligible (i.e. relativistic electrons and/or high energy gamma
rays).

(ii) Indirect view of detector on secondary target — i.e. collector: In this geometry the
massively protected detector with sealed aperture resulted in full shield. The space
between the target and detector was complementarily shielded by massive lead
plates. However, opening the aperture even with varying collimator size and
composition resulted in strongly disturbed response.

(iii)  Indirect view of detector on diffracting crystal by secondary target: Similar results
as (ii). Even shielded but collimated apertures did not fully shield the detector. At
least a thin plate of Pb and Al are required even in this geometry.

Conclusions

In addition to the huge primary laser plasma flash and ensuing plasma and ion induced noise,
penetrating radiation in the form of gamma rays and electrons is present. It is thus not possible
to measure with an unshielded detector. The BaF, detector is most suitable to follow the time
evolution of the plasma radiation as a whole. This is possible namely by the full energy of the
emitted particles in consecutive time intervals (e.g. 5 ns). This detector could be used up to
now for the detection of deexcitating nuclear radiation only from an indirect target. Moreover
the detector entry window must be at least partially shielded by thin Pb/Al foils which
significantly reduce the overall detection efficiency of the desired radiation. Work is in
progress.
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Active detectors for direct detection of plasma radiation

The possibility to excite low—energy nuclear states by laser induced plasma is being
experimentally investigated [1] on the Prague Asterix Laser System PALS (www.pals.cas.cz).
This medium—energy high—-power system yields interaction intensities at the level of 10'—
10""Wem™ which produce subrelativistic plasmas with electron temperature of the order of 1—
10 keV. Such low—energy electrons can excite low—lying nuclear states. The nucleus '*'Ta was
chosen [2] for this first study. In frame of this project, particular effort is placed on the use of
active detectors (i.e. real-time digital single radiation quantum counting devices) inside the
interaction chamber for the direct detection of plasma radiation and/or subsequent nuclear
radiation [1]. Two types of detector systems (see www.utef.cvut.cz) are being implemented
and adapted for this purpose: Scintillating detectors (of which BaF, was selected as the most
suitable type) and hybrid semiconductor pixel detectors (such as Medipix2 and TimePix
developed in frame of the CERN Medipix Collaboration — see www.cern.ch/medipix) which
are the subject of this paper.

Portable radiation camera TimePix/USB-interface

State-of-the-art hybrid pixel semiconductor detectors of the Medipix family provide position-,
energy- and time-sensitive spectrometric properties which make them attractive for nuclear and
particle spectroscopy [3]. In addition to position-sensitive and single quantum detection
capability, the new device TimePix (www.cern.ch/medipix) provides the possibility to
determine detection time and/or energy deposition in each individual pixel. Real-time
operation of this device and data readout and visualization are made possible by the integrated
USB-based readout interface (see www.utef.cvut.cz/medipix) which links by standard USB
port into any PC. Operation and control of the system as well as data acquisition are driven by
a Windows—compatible software package Pixelman (see www.utef.cvut.cz/medipix). Data
stream acquisition and storage proceed on-line at overall rate of about 5 frames per second.
The assembled TimePix/USB device [4] has dimensions 142x50x20mm’ and serves as a
versatile portable real-time handheld radiation camera of multi—particles (X-rays, e, p, o, t,
ions, n) with position—, time— and energy—sensitive capability [4] for single—quantum and on—
line particle and nuclear spectroscopy [3].

Adaptation for laser—induced plasma radiation detection

High power laser induced plasma is characterized by (i) high vacuum, (ii) very high radiation
and (iii) extremely high electromagnetic noise. In particular the last condition results in
significant challenges for the shielding and operation of active detectors inside such hostile
environment. Namely the influence on the real-time active digital hybrid chip device which
consists of highly integrated state—of-the—art microelectronics of over 65.000 individual pixels
acting as individual detectors. With this in mind, and in an effort to minimize the amount of
components in the very high field noise inside of the interaction chamber, the USB-based
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interface board (of dimensions 64x50x20mm’) was distanced from the Medipix detector chip
board. This was possible by implementing a devoted radiation hard communication LVDS
module linking three Ethernet communication and data cables between the detector board
(placed inside the interaction chamber) and the USB-based interface (outside the chamber).
Power supply to the module and to the detector board is provided for each device separately.

EMI shield

Given the strong electromagnetic interference (EMI) with very high and short gradients a
devoted shielding assembly was put together for all components namely those inside the
interaction chamber. Communication and power cables were EMI protected by a flexible
shielding insulating tube through which a cable or bundle of cables are conveyed. The material
used is mu-copper for both electrical and magnetic screening (Holland Shielding). Electrostatic
screening was guaranteed by separate insulated ground contact to the vacuum chamber walls.
The detector board was also EMI shielded by a gradual onion—like assembly of several (up to
three) independent screening arrangements of reinforced Amucor and mu-copper foils
(hollandshielding.com). These successive layers were insulated from each other by additional
insulating material. Ground was taken out independently by always one connection to avoid
induced loops. The interface and contacts between the cable shielding tubes and the detector
board shield casing were secured by EMI insulating metal conductive tapes. To ensure
reliability of operation the cabling and the USB-based interface outside the interaction chamber
were also EMI shielded.

Measurements at PALS

Tests were carried out at PALS on two different targets (Ta and W). With the shielding
assembly above the detector managed to remain operational even at the desired laser energies
(170 J). Nevertheless, in view of the relatively short decay time (6 ps) of the excited level (6.2
keV) in '®'Ta and the duration of the laser plasma flash pulse (250 ps) the use of a trigger is
essential to separate the expected spectrometric signals from the large primary laser pulse and
subsequent plasma intensive radiation.

References:

[1] GRANJA, C., JAKUBEK, J., LINHART V., ET AL.: Search for low-energy nuclear
transitions in laser—produced plasma, Czech J. Phys 56, 2006, pp. 478—484.

[2] GRANIJA, C., KUBA J.,, RENNER O.,: Survey of nuclei for low-energy nuclear
excitation in laser—produced plasma, Nuclear Physics A 784, 2007, pp. 1-12.

[3] GRANIJA, C., VYKYDAL Z., JAKUBEK J., POSPISIL S.,: Position—Sensitive Nuclear
Spectroscopy with Pixel Detectors, Proceedings Series No. 974, American Institute of
Physics, 2007, pp. 449-452.

[4] VYKYDAL Z., HOLY T., JAKUBEK J., ET AL.: Medipix2/USB Portable Radiation
Camera, Proceedings Series No. 958, American Inst. of Physics, 2007, pp. 105-108.

This work was supported by Research Grant No. 202/06/0697 of the Grant Agency of the
Czech Republic. Work carried out in frame of the CERN Medipix Collaboration. The
authors kindly thank the support of the PALS staff.

161



WORKSHOP 2009 ELECTRICAL ENGINEERING & INSTRUMENTATION

SPAD active quenching circuit optimized for satellite laser
ranging applications

Jan Kodet, Ivan Prochazka, Josef Blazej, *Franz Koidl, *Georg Kirchner

kodet@fjfi.cvut.cz

Faculty of Nuclear Sciences and Physical Engineering, Czech Technical University in Prague,
Brehova 7, 115 19 Prague, Czech Republic

*Institute for Space Research, Observatory Lustbuehel, Lustbuehelstr. 46, A-8042 Graz,
Austria

We are presenting novel active quenching circuit for Single Photon Avalanche Diodes
(SPADs). Research and development of the Single Photon Avalanche Diodes (SPADs) based
on silicon were started in our labs at the Czech Technical University in Prague in 1984. The
primary goal of the work was to develop a solid state option to the micro-channel plate
photomultiplier based photon detector for laser ranging applications. The anticipated
application required the minimal active area size of 100 micrometers in diameter and a timing
resolution lower than 40 picoseconds rms. In our design we focused on the diode structure
design and the chip manufacturing technology. The chip manufacturing technology tuning
resulted in a process, internally called K14, which permits the creation of SPAD structures
with a diameter 20 to 200 micrometers, timing resolution better than 50 picoseconds FWHM
and an acceptable dark count rate. Example of the detection chip mounted on a socket can be
found in [1]. Various versions of active quenching and gating circuits have been optimized for
various applications. We have experienced, that the active quenching and gating circuit has a
key influence on the final detector performance. For each particular application, the detector
setup has to be tailored to obtain top performance [2].

The circuit was designed and optimized for satellite laser ranging applications, where
the specific requirements are put on the gating performance. The goal of this work was to be
able to detect the photons in short time after gate ON with constant detection delay and
sensitivity to minimize the measurement errors on one hand and background photon flux
induced false count on the other hand.

In the new circuit the SPAD can be pulse operated up to 5 volts above its breakdown
voltage, the gate is opened by the incoming external pulse and is closed by the first photon
detection. The circuit consists of five main blocks. The input signal receiver is terminated
with 50 Ohms and by incoming pulse opens the detection window. The detection window is
voltage level shifted to match ECL voltage levels of fast comparator. It was essential to
choose the comparator with low dependency of propagation delay on temperature. It lovers the
demands to very good temperature stabilization of the whole circuit. When the photon
detection is occurred, the SPAD is quenched by closing the detection window. The output of
the comparator drives the circuit, which sharpen the edges of the output pulse and convert the
pulse to NIM signals.

The entire was designed using SMD technology and is produced on two sided printed
circuit board of size 55x30 millimetres. The circuit is power with in past developed voltage
power supply, which produced +6 volts and negative SPAD bias voltage.
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The circuit was tested with the 200 micrometers K14 chip, which was pulse biased
from 1 up to 4 volts above its breakdown voltage. The conventional scheme of Time
Correlated Single Photon Counting (TCSPC) experiment was used. The picosecond laser
diode Hamamatsu C4725 providing 42 ps wide pulses at 778 nm has been used as a signal
source. The timing consists of new pico event timer with resolution of 0.8 ps. The
dependency of detection delay on gate on before photon of interests of arrival has been closely
investigated. The detection delay drops down about 140 ps during the first 15 nanoseconds
when the gate is switch on before photon of arrival. After that the detection delay stays
constant with overall jitter of 10 to 20 ps.

The increasing character of effective dark count rate with increasing of gate ON
repetition rate was successively chained down in comparison with previously develop
circuits. This effect is very important in the way to high repetition measurement rate in
satellites laser ranging. By here introduced circuit has ~200 kHz of effective dark count rate at
2 kHz repetition rate of gate ON with 200 micrometers cooled chip in comparison with
~550 kHz of time walk compensated circuit.

The new circuit has been built and tested, the detector package for the field operation
at the satellite laser ranging station was completed. The detection delay remains constant after
15 nanoseconds after gate ON before photon of interests of arrival. The effective dark count
rate at 2 kHz of repetition rate of gate ON pulses has been measured of 200 kHz.
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We are reporting our results in research and development in the field of avalanche
semiconductor single photon detectors and their application. Our goal was a development of
a solid state photon counting detector capable of high precision photon arrival time tagging in
extremely harsh operating conditions.

The recent applications in laser ranging to space objects, time transfer using laser pulses
in space [3] and others require the photon counting operation under the conditions of
extremely high background photon flux. The typical background photon flux in these
experiments is up to 3x10® photons per second. Under these background photon fluxes the
photon counting detector must be able to detect individual photons and the detection delay and
detection timing resolution must remain independent of the background photon flux.
Additionally, the photon counting detector should tolerate direct solar illumination of the
active area when biased or not biased without detector damage. This optical damage test was
performed focusing 1 mW of optical power on the 25 um detector active area repeatedly for
8 hours. Such a photon flux corresponds to the direct illumination of the optical receiver
package by Sun in space [3].

The background photon flux exceeding 10° photons per second hitting the detector
active area should not avoid the useful signal detection and recognition on the signal level of
units of photons per second. This is background photon flux about two orders of magnitude
higher than the conventional solid state photon counters accept.

We have developed and tested the active quenched and gated avalanche structure on
silicon providing the required features in connection with the K14 detection chips. The
detector has been tested in a conventional scheme of Time Correlated Single Photon Counting
(TCSPC). The picosecond laser diode Hamamatsu C4725 providing 42 ps wide pulses at
778 nm has been used as a signal source. The timing chain consisted of an ORTEC Time to
Amplitude Converter 566, feeding data to a multi-channel analyzer card in a personal
computer. The timing resolution of the entire chain is 50 ps Full Width at Half Maximum
(FWHM). The background photon flux was generated by the Tungsten lamp.

Two different detector packages planned for space related applications were tested.
The active quenching and gating logic based on ECL comparators and TTL gating circuits was
used in connection with the 200 um diameter K14 SPAD, which was biased 4 V above its
breakdown voltage. The detector package was optimized for one way laser ranging in space.
Detection timing resolution of this detector was 22 ps rms. The excellent detection delay
stability +4 ps over an entire background photon flux up to 100 millions of photons per second
hitting the detector active area.
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The active quenching circuit based entirely on ECL logic was optimized for 25 um
diameter K14 SPAD chips control. The circuit enables both gated and not gated operation of
the detector. The K14 SPAD detector 25 pm in diameter was operated in gated mode
0.8 V above its break down voltage. The detection delay and timing resolution are stable + 8
ps over an entire background flux range exceeding 0 to 2x10° photons per second. The
detector was gated ON about 30 ns prior to arrival of photon of interest. This version of
detector package is under development for time transfer by laser light via satellite, for the LTT
project by China [4]. In this application the background photon flux of the order of 3x10*
photons per second is common.

We have developed and tested solid state photon counter on silicon capable of high
precision photon arrival time tagging in extremely harsh operating conditions. The goal of
presented results interpretation was not to show the detection probability (that is quite low, of
course), but to demonstrate stable timing properties of developed detector package. The
detector is able to operate under the conditions of background photon flux exceeding 2x10°
photons per second. The operational detector tolerates long term exposures to the input
photon flux exceeding 10" photons (>1 mW) per second without damage. The detector timing
parameters are stable within tens of picoseconds within above mentioned operational
environment changes.
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Satellite laser ranging (SLR) station close Helwan, a suburb of Egyptian capital city Cairo, is
the cooperative lab of the astronomical department of National Research Institute of
Astronomy and Geophysics (NRIAG), Egypt and the department of physical electronics of
Czech Technical University, FNSPE, Czech Republic [1]. The aim of station, alike as many
other similar stations around Earth, is the accurate and precise measurement of distance
between station reference point and some artificial satellites. The measurement is based on an
optical radar principle. To obtain scientifically valuable results the operation of SLR must be
internationally coordinate. The coordinator is International Laser Ranging Service (ILRS)
supported by NASA. Technical improvement and new types of retroreflecting targets, not only
on satellites, forces using of new type of calculated predictions called Consolidated Prediction
Format (CPF) [2] instead of inter-range vectors (IRV) used so far.

The software package for using CPF has been designed, written and debugged for
implementation of the CPF in the SLR Helwan. The package is designed is such a way, that the
codes and files should be direct added to the existing prediction and data analysis package
based on IRV type of prediction. The main functions of the software package are input
ephemeris data file manipulation, satellite position prediction, SLR measurement, and post-
-pass data analysis by means of orbital data fitting.

After CPF implementation several aspects have to be traced:
e effect of principal limitation in software package (nonsupporting of midnight passes,
short time window)
o effect of the change of operational procedure (for non-qualified part of staff)
e effect of hidden algorithmic error for specific time and satellites constellations

The founded and solved problems and results hes been summarized in references [3, 4] and
mutuals reports from end of 2008. The station is in operational state, however, the data yield in
second half of has been limited by atmospheric conditions and limited personal capacity of
station staff.

Measurements from the Helwan Station help strengthen the reference frame for defining
tectonic motion and enhancing the basic models which are used to define crustal deformation
at the boundaries of the African plate with European and Arabian plates. This helps in
monitoring of deformation at the boundaries of the Adriatic, Aegean, Anatolian and Red Sea
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regions, and we hope with the development of earthquake hazard assessment risk models in
Southern European and North African countries. Measurement of internal deformation of the
African plate will also be facilitated in combination with observations from the satellite laser
ranging stations at South Africa with other geodetic techniques such as GPS in the region. This
deformation would help identify areas of potential earthquake hazard within the African
continent.

The new challenge for mutual scientific cooperation in next year is the implementation of
Consolidated Laser Ranging Data Format (CRD). Due to recent technology changes, the
existing ILRS formats for exchange of laser fullrate, sampled engineering and normal point
data are in need of revision. The main technology drivers are the increased use of kilohertz
firing rate lasers which make the fullrate data format cumbersome, and anticipated transponder
missions, especially the Lunar Reconnaissance Orbiter, for which various field sizes are either
too small or nonexistent. Rather than patching the existing format, a new flexible format
encompassing the 3 data types and anticipated target types has been created. In fact, the effect
of CRD for station Helwan will be negligible, but its implementation will be necessary for
station network integration keeping.
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The optical properties of Rare Earth (RE) doped photonics materials have been
demonstrated in numerous papers [1, 2] because RE doped photonics materials play a key role
not only in optical communication systems and also in solid state lasers and full colour
displays.

Steckl group reported in [3] about properties GaN layers doped with Eu®", Er’", and
Tm®" ions. They obtained photoemission from higher excited RE states in GaN covering the
entire visible spectrum: light emission in the green (from Er at 537/558 nm), red (Pr at 650 nm
and Eu at 621 nm), and blue (Tm at 477 nm) spectra region. The second important courses of
study are RE ions which can emit at infrared region. For these purposes are the most often
studied RE ions for telecommunications systems. For telecommunication systems operating at
1300 nm are investigated RE ions such as Nd**, Pr’* and Dy". For telecommunications
applications at 1530 nm are investigated Er*" and Tm®" ions. In the last decade are also
investigated sensitizers to produce more efficient RE doped sources. The most often used
sensitizer is Yb*" for Er’*-doped optical amplifiers. Except Yb*" are nowadays examine other
RE ions as sensitizers such as Ho®" for Tm® or Ho®" for Yb*" doped photonics materials and
etc..

Optical materials such as semiconductors, glass and optical crystals doped with RE ions are
conventional materials for accomplishing lasing action. Recently there has been considerable interest
to develop new photonics materials such as polymers with better properties and lower price. In this
contribution we present the results of study the properties of RE doped polymer layers. As a
polymer core material we chose Polymethylmethacrylate (PMMA) due to its low optical absorption,
simple synthesis and low cost. Except PMMA for our research we chose Epoxy Novolak Resin (ENR)
polymer due to its excellent optical properties (opt. losses 2 dB-cm™ at 980 nm, 0.77 dB-cm™
at 1310 nm and 1.71 dB-cm™ at 1500 nm) [4] and easy fabrication process.

We doped and investigated properties of PMMA polymer layers doped with Er**,
Yb**, and ENR polymer doped with Er’", Yb*", Dy’ or Tm*" ions. Polymer layers were
fabricated by the spin coating on silicon substrate, or, the polymer was poured into a
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bottomless mould placed on a quartz substrate and let to dry in air. As source PMMA were
used small pieces of PMMA (Goodfellow) were left to dissolve in chloroform for a few days
before being used in the fabrication of PMMA layers. For Er’* doping solutions whose content
ranged from 1.0 at. % to 20.0 at. % erbium was added to the PMMA. For Er''/Yb®" co-
doping, ErCls, ErFs; or erbium(Ill) tris(2,2,6,6-tetramethyl-3,5-heptanedionate) (Sigma-
Aldrich) and YbCls, YbF; or ytterbium(Ill) tris(2,2,6,6-tetramethyl-3,5-heptanedionate)
(Goodfellow) were together dissolved in chloroform. Samples containing 1.0 at. % erbium
was co-doped with ytterbium in amounts also ranging from 1.0 at. % to 20.0 at. %. The ENR
samples were also fabricated by spin-coating and after deposition the samples were baked at
90°C for 45 min and then UV light were used for hardening. Finally hard baking at 90°C for
60 min was applied. The doping occurred using anhydrous ErCl;, YbCls, DyCl; or TmCl;
dissolved in C,H¢OS (Sigma-Aldrich). For the RE doping, solutions where the content of
ranged from 1.0 at. % to 20.0 at. % was added to the ENR.

Absorption measurements were performed in the spectral range from 350 to 2800 nm.
The content of RE ions had a significant effect on the occurrence of the bands attributed to the
RE transitions: while they were rather strong in the samples with higher RE concentration
they almost vanished in the background in the case of the samples with low RE concentration.
Infrared spectroscopy (FTIR) was used for investigation of O-H and C-H absorption bands.
For PMMA samples we observed FTIR absorption band around at 3349 cm™ correspond to
the O-H vibrations and three bands at 2994 cm™', 2953 cm™ and 2843 cm™ correspond to
aliphatic C-H bands. For ENR samples we observed three strong broad bands occurring at
2873 cm ™!, 2930 cm™ and 2965 cm™ correspond to aliphatic C-H bands while that one
corresponding to aromatic C-H band is at 3060 cm™. We also observed stretching vibrations
at 3380 cm™ (Nd:ENR) and 3366 cm™ (Dy:ENR) correspond to the O-H.

The Er*” doped PMMA and ENR samples exhibited typical emission at 1530 nm
(=980 nm) due to the Er’" intra-4f *I;3, — “I;5, only at samples with higher content of Er**
ions. It was also found that the addition of ytterbium ions had positive effect on the
photoluminescence spectra at 1550 nm. This result will be subject for future research.
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Rare earth (RE) doping into Gallium Nitride (GaN) layers is still a very new area and
there are only small number of groups active in this field (for example: Steckl, Bishop,
Zavada, and Abernathy of the universities of Cincinnati, Urbana-Champaign, and Florida,
Gainesville) [1]. GaN is a promising wide band gap direct semiconductor material (3.4 eV)
and interest in the GaN as an optoelectronic material is due to success of blue/green emitting
solid state lasers and light emitting diodes [2]. It was previously shown at [3] that the thermal
quenching in RE-doped semiconductors decreases with increasing band gap. Therefore wide-
band gap semiconductors such as GaN are attractive hosts for RE elements.

Optical materials doped with the RE ions can be used as optical sources or amplifiers.
The most studied RE ion has been so far Er’*. Materials containing Er** ions can lase or
amplify at 1530 nm due to the Er*" intra-4f emission that corresponds to the M3n — s
transition. The wavelength 1530 nm is used in the optical telecommunication systems due to
minimal optical losses in silica fibers (Er’*-doped optical fiber amplifiers — EDFA, Er’'-
doped planar waveguide amplifiers EDPWA). Er**-doped amplifiers can be directly pumped
into the first excited manifold using an optical source operating at either a wavelength of
1480 nm or at one of the higher absorption bands (e.g. 980 nm). At 980 nm an erbium laser
system with emission around 1530 nm corresponds to 4113/2 — 4115/2 transition in the three
levels system. Erbium-ytterbium co-doping of EDFAs has been proposed as a method for the
production of high-power amplifiers in very short waveguides. Besides Er’* doped photonics
materials other RE ions, such as praseodymium, neodymium and dysprosium, are intensively
studied as well [4], in this case because their emission at 1300 nm corresponds to the
wavelengths where the dispersion of silica optical fibers is minimal.

In this contribution we present optical properties of GaN layers doped with Er*" and
Er**/ Yb** ions. The GaN layers fabricated by MOCVD on 2 inches sapphire substrates were
doped with Er** and Er'*/Yb** ions. The doping was done by ion implantation at energy of
190 keV or 210 keV at room temperature or 300 keV at 450 °C and the applied dose varied
from 110" Erem? to 1:10"° Ercm?® for Er'" doping and from 1-10'* Yb-em? to
1-10" Ybeem™ for Yb®™ doping. After the implantation all samples were annealed at
temperature around 800 °C under flowing nitrogen for 30 minutes. The depth of erbium
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concentration profiles of the introduced ions were calculated by using SRIM98. Simulation
shown that for energy 300 keV is maximum concentration about 50 nm and for implantation
energy 190 keV is maximum concentration about 35 nm.

The structure of the deposited GaN thin films was studied by the X-ray diffraction
(XRD). The GaN layers correspond to the (002) and (004) faces of single crystalline GaN (c-
GaN) with hexagonal wurtzite structure and the XRD measurement also showed that GaN
elemental cells had dimensions a = 3.1891 A, b= 3.1891 A and ¢ = 5.1855 A. The XRD
spectra of the GaN samples doped with Er’* and Yb** ions after the annealing at 800 °C in
nitrogen atmosphere were the same as samples without ion implantation doping. As we did
not observe any difference between the reference XRD spectra and those samples containing
erbium and ytterbium ions we assume that the doping process did not include any structural
changes. The compositions of the fabricated samples were determined by nuclear chemical
analysis as Rutherford Backscattering Spectroscopy (RBS) and Elastic Recoil Detection
Analysis (ERDA). The evaluations of RBS and ERDA spectra were done by GISA3 and
SIMNRA code, respectively. As the Er and Yb have very close values of atomic weights these
two elements cannot be distinguished in the RBS spectra, so that only sum of both elements
can be obtained. The range of the RE total content (sum of Er and Yb) spread from 0.02 to
3.38 at %, depending on the actual Er or Yb implantation dose. The photoluminescence
measurement was done by using semiconductor laser P4300 operating at Aex = 980 nm at room
temperature and He-Ne laser operating at Ax = 632.8 nm at temperature of 4 K. The FEU62
photocell was used for detection of the wavelength from 500 to 1000 nm, while the Ge
detector was used for the wavelength from 1000 to 1600 nm. The samples exhibited typical
emission at 1530 nm even pumped at 980 nm at room temperature. The layers co doped by Yb
ions increased intensity. The best results we obtained by applied energy 300 keV and
implantation dose 1-10" Er-em™, 1:10"° Yb-cm™. We observed only weak photoluminescence
at room temperature but we suppose that after ion implantation annealing in temperature
higher than 900°C the intensity would decrease. We hope that we can improve the
photoluminescence at 1530 nm by the post-implantation annealing to temperatures up to
1100 °C and it will be subject for the further examination.
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Systems such as gas turbines or jet engines demand application of special materials
capable of withstanding high temperatures and aggressive environments, providing good
erosion resistance and low density.

Superalloys have been successfully used in high temperature applications but it turns
out that they can be replaced by intermetallic compounds [1,2]. Intermetallic alloys are stable
up to high temperatures and resistant to the wear and oxidation, having lower density
compared to the conventional iron or nickel based super-alloys. On the other hand such
ordered microstructure can lead to reduced dislocation mobility and therefore intermetallic
alloys tend to be more brittle.

Another approach to achieve desired working conditions is to manufacture parts from
materials with lower costs and sufficient fracture toughness and provide them with the
protective intermetallic surface layer.

Plasma spraying represents suitable method for production of such surface layers
because it can provide satisfactory deposition rates with reasonable costs. Plasma spraying is
also well established in the industry.

Unique splat-like structure of thermally sprayed coatings can result in a new quality of
the coating. For example, bulk intermetallics produced by powder metallurgy are very brittle,
but in case of sprayed intermetallics can be major cracking to some extend restrained by
mutual slide of the splats. On the other hand, spraying process has to be carefully optimized
with respect to the chemical and phase changes in the feedstock material, porosity of the
prepared layer, residual stresses, spallation of the material, reproducibility etc.

In this research, initial experiments with deposition of FeAl layer were performed.
Two different plasma spraying technologies were used for spraying of FeAl powder
(LERMPS, Belfort, France) on both faces of low carbon steel sheet substrates [3]. Substrates
were degreased and grit blasted immediately prior to the coating deposition. Atomized
Fe-29(wt%)Al powder and mixture of atomized and fused&crushed Fe-38(wt%)Al powder
were sprayed with Gas Stabilized Plasma (GSP) torch F4 (Sulzer Metco, Wohlen,
Switzerland). Fe-29(wt%)Al powder was also sprayed with Water Stabilized Plasma (WSP)
torch PAL 160 (Institute of Plasma Physics, Czech Republic). Thicknesses of prepared layers
were approx. 200 microns for APS and 500 microns for WSP coatings.

Cross-sections of the coatings were prepared using standard metallographic
procedures: mechanical grinding and polishing up to 0.05 um OP-S suspension. Prepared
samples were observed using scanning electron microscope JEOL JSM-5510LV coupled with
energy-dispersive X-ray spectroscopy.

174



WORKSHOP 2009 MATERIALS ENGINEERING

Influence of protective layer on the fatigue behavior of steel substrate was studied on
electromagnetic computer controlled testing device “SF-Test” with the loading frequency
tuned to the first natural frequency of mounted specimens [3]. Flat specimens were loaded at
room temperature by cyclical bending with constant deflection amplitude of the free-end
u =4 mm. Decrease of natural frequency corresponds to the growth of the fatigue cracks in
the specimens. Fatigue endurance of specimen is given by N — number of cycles to the failure.
The frequency change f(N/2) — f(N) = 3 Hz was used as a failure criterion. Failed specimens
were cooled in the liquid nitrogen below the transition temperature of the substrate and
ruptured to access the fracture surfaces, their micromorphology was observed using scanning
electron microscope JEOL JSM-840A.

Microstructure observation proved oxides formation during the spraying process. Both
interlamellar and intralamellar cracks and pores were observed. Two different types of the
splats can be distinguished in the coatings — some particles were fully molten and created
splats with high flattening ratio while others were not molten or resolidifed during the flight
stage and remained round. Only limited number of pull-outs was noticed at the polished cross-
section, which indicates satisfactory bonding between the splats.

Results from fatigue testing show different influence of the coatings on the fatigue
endurance of the samples. Highest mean fatigue life N = 177722 cycles was obtained for GSP
sprayed Fe-38(wt%)Al. Mean fatigue lives of Fe-29(wt%)Al sprayed by WSP and GSP
technologies were N = 156035 and N = 121107 cycles respectively.

Fractographic analysis revealed that in the substrate fatigue cracks initiated from the
coating side and grew by striation mechanism. Area of the residual cross-section of the
substrate could be distinguished by presence of cleavage fracture. It was not possible to
distinguish areas of fatigue and static failure of the coatings. Coatings failed by intrasplat
cracking and intersplat decohesion. In some cases, partial delamination of the coatings from
the substrate was observed.

It was showed that the preparation of the coating with the plasma spraying is feasible.
Observation of coating microstructure proved presence of oxides and some contamination of
substrate-coating interface with grit blasting material. It was observed, that coatings had
different influence on fatigue life of the specimens. Reasons of these differences as well as
tests of some other technologically important properties such as corrosion resistance or
mechanical behavior of the coatings are subject of the upcoming research.
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Creep is an important degradation mechanism of components working at high temperatures. Time to
rupture presumption is set up laboratory tests. PAT (Post Assessment Test) created by ECCC
(European Creep Collaborative Committee) was implemented to enhance a credibility of the
presumption [1]. Dataset of 15 121 steel was used to obtain time to rupture presumption by selected
phenomenological models of creep. PAT methodology was applied on these results. Models (1) [2]
and (2) [3] are most common in Czech Republic:

log(a,)=2. B,-P*, where k=0,1,2; P=T{log(,)+B,,,, | ,n=1,2 o))
1 1 1 1 . c

log(l“)=Bo+Bl-]og\—f—|+B2-10g|—7—\-10g[smh(,85-GO-T”+Bj-log{smh[BS-GO-T” %)
T B, T B,

Following models are recommended by ECCC [1]:

log{t”);f'{too]:ﬁ0+ﬁl-log(T]+/32-log(o0\’] +B,IT+B, 0,/ T Q)
log(t,|=f (T:0 ,|=B, +B,-log| T|+B -log|o \|/T+B,IT+B -0, IT @
log(t“)=f(T,U(,)=Ba+B,~log[a0)+B2‘GO+B3~002+34~T+,85/T (5)
log('f,,)=ftfooi={2 ﬁk‘[log(do)]k]/ﬂﬁj n=2,34 )
log'tu]zf[ﬂoo':{z Bk-[log(a 0)]k}~T+B5 n=2,3,4 7)
log(’u)zf(r’%):{z Bk'{l(’g‘%”k}ws/T n=2,3,4 (8)

Symbols in eq. (1) — (8) are: T — temperature,
f31-Bn — regression constants.
Requirements of PAT can be resumed as follows [1]:
PAT1.1a - visual control of a model and credibility of isothermal lines to individual data
points in abscissas log o, - log 7,
PAT1.1b - visual control of shape and function dependency of presumption with literature
data
PAT1.2 - visualization of log oo - log f, dependency at 25°C intervals from 25°C bellow
the minimum test temperature, to 25 °C above the maximum test temperature. For times
between 10h and 10-ty. and stress > 0,8:0nin lines must no cross-over, come-together or
turn-back
PAT 1.3 — partial derivation *5( logz, )/6( logo 0) should not be <1,5

Second group of these test judges effectiveness of a model in range of dataset. For evaluation of a
single melt (PAT2.1) this recommendation are used: a log t, versus log t, diagram should show the
log t, = log t, (ideal line), the log t, = the log t, + 2,5's where s is standard deviation of the residual
log times and the log t, = the log t + log (2) boundary lines. The diagram is plotted for times from t, =
100h up to t; = 3-tma. The model equation should be re-assessed if more then 1,5% data point fall
outside of the + 2,5's boundary lines or if the slope of the mean line is not in interval (0,78;1,22)
or if the mean line is not contained within the + log (2) boundary lines between t. = 100h and t, =
100000h.

Similar process is used for assessment of more melts (PAT 2.2)..

, - time to rupture (presumption), o- stress,
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The last criterion is repeatability and stability of extrapolation. According PAT3.1 evaluation is
repeated with dataset from which is randomly culled 50% of data between tma/10 and tmax. If strength
prediction determined with using of original and reduced dataset is not reproduced within 10% the
procedure have to be repeated. If the acceptability criterion is not met after the second cull, the main
assessment should be repeated using a different model equation or procedure.

PAT was applied on dataset of 15 121 steel. Nominal chemical composition under CSN and
composition of tested material is in Tab. I. Benefit of the described methodology is clear from Tab. II.
There are presumption of creep strength at 38 000h based on models (1) — (8). If the PAT procedure is
not applied the strength presumption differences are larger then 600%. After application of the
methodology the differences fall down on 33%. Creep strength of the tested material is able to
determine using models (1,3 and 4) whereas other models are improper for the dataset.

Table I — Chemical composition of tested material

[Element C Mn Si P S Cr Mo Al
IComposition 0,15 0,66 0,35 0,009 | 0,013 0,92 0,42 0,049
[Requirements of |min 0,1 0,4 0,15 0,7 0,4 -
ICSN max | 0,18 0,7 0,35 0,04 0,04 1,3 0,6 -
Tab. II — Presumption of creep strength based on models (1)+(8)
Model Creep strength [MPa] — 38 000h Assessment results of
described methodology
Temperature [°C]
500 525 550 575
[€8) 134,8 84,8 49,4 26,7 Meet all requirements
) 168,4 87,4 30,13 6,5 Unsuited PAT1.3
3) 168,8 97,1 47,7 20,1 Meet all requirements
4) 169,9 97,2 47,8 20,1 Meet all requirements
5) 169,4 92,2 61,1 45,2 Unsuited PAT2.1
(6) 165,7 97,7 61,8 44,8 Unsuited PAT2.1
(7) (0=3) 132,5 85,9 63,9 49,9 Unsuited PAT2.1
(8) (n=3) 168,3 91,2 62,7 49,4 Unsuited PAT1.3
ICreep strength Imin 132,5 84,8 30,13 6,5
fészlérlrslp(tlmg T max | 1694 | 97,7 63,9 49,4
ICreep strength Imin 134,8 84,8 47,7 20,1
[presumption -
models (1,3,4) Imax 168,9 97,2 49,4 26,7
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Nowadays we are standing behind lack of natural raw materials and our lifestyle
brings the pollution and greenhouse effect. On that score, there is a growing tendency of
maximal recycling of all types of wastes and reducing their disposal. Each day we emit huge
amount of combustion gases together with solid wastes that are formed during incineration
processes. These solid wastes can be generally divided into three basic groups: under-furnace
grate slag materials, solid wastes from electro-filters (ash materials) and fly ashes from sleeve
and catalytic filters. These slags and fly ashes differ in grain size distribution, composition
and amount of heavy metals, and many other parameters. Among them, the toxicity is from
the point of view of their utilization at the top of the interests.

Depending upon the source and makeup of the coal being burned, the components of
the fly ash produced vary considerably, but all wastes materials include substantial amounts
of silica (silicon dioxide, SiO,), both amorphous and crystalline, and lime (calcium oxide,
Ca0). Toxic fly ashes are contaminated with toxic organic compounds, especially with
polychlorinated dibenzo-p-dioxines, benzofurans and biphenyls phenols (POP compounds —
persistent organic pollutants). These highly toxic fly ashes should be detoxifying by safe
technologies because the current practice of landfilling these materials is quite provisional
from an environmental point of view.

Under-furnace grate slag materials represent majority part of solid waste produced in
incinerators. Fly ashes are fractionally separating in the electro-filters with respect to particles
size. It can be used for the optimization of composition in the study of fly ashes recycling
from the point of view of optimal properties of solidified products for building purposes.
However, the amount of solid waste is highly dependent on the type of burnt material, it is
possible to say that approximately one weighted third of the total amount of burnt waste will
come out of incinerators in thr form of solid waste.

Also the energy and natural materials consumption should be taken into account.
Hence, the secondary raw materials (i.e. waste materials) will find widespread use in building
materials production. The application of solid waste materilals in building industry is oriented
first of all into the production of building materials, such as concrete, artificial light
aggregates, bricks and ceramics [1]. Also, their application in grouting mortar and cast floor
layers is possible. Fly ashes from municipal waste incinerators can be applied in a similar
way, using all the experience gained at power and heating plant fly ashes. However, their
chemical, mineralogical and granulometric composition and the toxicity remainders have to
be taken into account.

Fly ashes, as waste materials, can be characteristic by latent hydraulic properties and
hence they can substitute certain amount of Portland cement, in the composition of cement
based composites and concretes, or some quantity of lime in lime based composites.
However, fly ashes together with grate slag materials can be used also as partial aggregate
replacement. Partial replacement inorganic binders in composite materials with the recycled
waste materials is profitable from ecological as well as from economical point of view.
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In this paper pozzolanic activity of solid waste materials produced from municipal
incinerators according to the Czech-European technical standard [2] and Czech technical
standard [3] was determined. Two under — furnace grate slag materials, wet and dry ground
bottom slag, solid waste from sleeve and catalytic filters and fly ash from electro — filters
were tested. Firstly, all waste materials were drying in an oven at 110°C to remove majority
of moisture. There were 100 ml of distilled water gauge into the polyethylene flasks which
were then placed into the thermostatic chamber at 40°C. Tested mixtures, 12 g of cement with
8 g of waste material, were added to distilled water after two hours and sended back into the
thermostatic chamber. Stored tested materials were mixed up during eight days period and
finally solutions with Biichner funnel were filtrated.

Determination of OH™ ions concentration, the total alcality, was done with
methylorange indicator and HCI titration. The point of equivalence was indicated with colour
change, from yellow to orange. The same solution was then complete with NaOH solution to
exchange pH, and murexid indicator. Solution was titrated with EDTA and the point of
equivalence was given of red — violet change. Concentrations of OH™ ions and CaO were
finally calculated according appropriate equations. Each waste material was tested three times
and results represent average from the three measured values. The national standards
comprise the graph of pozzolanity. According these graphs the tested material is pozzolana
active if measured values uderlie of solubility isotherm. None of tested waste materials satisfy
conditions of solubility isotherm. It means these solid wastes cannot be designate as
pozzolana acitive materials.
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The Field Assisted Sintering Technology (FAST) is a novel non-conventional powder
consolidation method. It is recently used for the very fast densification of ceramic as well as
metal powders. Times needed for the whole process of sintering are within the range of few
minutes compared to conventional powder metallurgy processes lasting for few hours. A large
number of variations of FAST methods, according to the exact features of the process, are
distinguished. These are: Spark Plasma Sintering (SPS), Pulsed Electric Current Sintering
(PECS), Plasma Activated Sintering (PAS), Electric Discharge Consolidation (EDC), Pulse
Current Pressure Sintering (PCPS) and many others. Presented work deals with the properties
of compacts sintered via SPS [1, 2].

The SPS equipment used (HP D 25/1, FCT Systeme) consists of a punch-and-die unit where
the powders are loaded. The die and the punches are made from graphite (steel-made are also
possible to be employed). The two punches are connected via graphite protection plates to
two electrodes. The whole unit is placed in a sealed chamber. To prevent sticking between the
loose powder and the graphite parts these are carefully interspaced by graphite paper.

The process starts with the evacuation of the sealed chamber. After reaching sufficient
vacuum, the pulsed electric current is applied. The electric resistance of the loaded powder
results in an increase of its temperature. The pressure is applied at given temperature of the
compact. When the pressure reaches its maximum value (usually up to 100 MPa) the pulsed
electric current provides very fast heating up to the sintering temperature. The sintering
process is terminated after obtaining full densification of the compact [1, 3].

The sintering parameters used for the studied specimens were 450°C as the temperature for
the application of the pressure and 1000 and 1100°C as the sintering temperatures. The
maximum pressure applied was 60 MPa. The duration of the sintering process was around 10
minutes. The diameter of the die was 40 mm, the total weight of the loaded powder was more
than 100 grams.

The loose sintered material was a gas-atomized Fe-Al intermetallic powder produced in
LERMPS, Belfort, France. The chemical analysis of the powder led to the composition of 71
wt.% Fe and 29wt.% Al. The XRD analysis showed B2 ordered intermetallic structure being
the domain structure. The powder was sieved; the fraction used for SPS specimens was >32
pm.

During the production, all sintering parameters, except the sintering temperature, were
identical. The sintering temperatures were set to be 1000 and 1100°C. The specimens were
discs with round basis of approximately 39 mm in diameter. The heights of the specimens
were around 16 millimeters. The specimens were sand blasted in order to relieve them of the
remains of the graphite paper. They were machined in shapes of round compact tension
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(RCT) specimens. The central notches were obtained by electrical discharge cutting. The
purpose was to produce thin notches without any internal stresses.

SPS RCT specimens were subjected to the fracture toughness tests under identical parameters.
The increase of the sintering temperature resulted in slight increase of fracture toughness
(from approximately 30 to 33 MPa.m").

Fracture surfaces were studied by means of the scanning electron microscopy (SEM). The
study revealed similar fracture mechanisms. The SPS specimens exhibit decohesion of the
initial powder particles. The fracture surfaces exhibited huge amount of secondary cracks.
Only very few areas of transparticle cracks were observed in case of 1000°C as well as
1100°C specimens. No pores were detected.

The SPS specimens exhibited higher values of fracture toughness than that of conventionally
produced intermetallics (casted). In conclusion, the SPS process allows precise controlling of
metallurgical parameters such as grain size, phase composition etc. More complex description
of the properties of SPS FeAl intermetallic specimens is the question of further research.
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Cementitious materials and products of their hydration doubtlessly belong to the
most widely used substances. Their applications range from civil engineering to
stomatology or biophysics. Cement-based systems have been used for millenia and
became practically indispensible because of their relative abundance and their unrivalled
characteristics such as variability, formability and high-strength. Moreover, a certain
tunability of cement mixtures’ properties represents an extremely useful feature.

In spite of such a long record of usage, a detailed and complete understanding of
processes leading to final products is still lacking. There exist several reasons for this
void in knowledge, the foremost one lies in the complexity of the hydration process when
arrays of intermediary products are formed and both physical and chemical processes are
under way. However, the above mentioned complexity also offers an option of describing
the cement hydration from several points of view utilizing various physical and chemical
theories and approaches which can appropriately supplement each other and, thus, lead to
a more profound insight.

From a macroscopic perspective, the hydration can be divided into two stages,
setting and hardening. In general terms, setting of cement paste can be related to
successive transformation of initially liquid substance to a final solid state. Whereas the
term setting is used to describe the stiffening of the cement paste, hardening refers to the
gain of strength on a set cement paste.

The most commonly used Portland cement contains both crystalline and
amorphous phases; the most notable are four minerals alite, belite, aluminate and ferrite.
The process of hydration of Portland cement is initiated by the contact of cement grains
with water and, almost instantaneously, rapid chemical reactions, mostly exothermic by
nature, are in progress. During this stage, the so called inductive period, dissolution of
aluminates is swiftly followed by portlandite Ca(OH), and ettringite
3Ca0-Al,053:3CaS04-32H,0 formations. Shortly afterwards, the viscosity of the system
markedly increases and the process of setting starts, the amount of calcium silicates is
lowered and the clusters of a new, solid phase of calcium-silicate-hydrate are formed.

The whole process of cement hydration can be characterized by time behaviour of
hydration heat which can be represented by the calorimetric curve illustrating the heat
release during the setting and initial hardening of Portland cement.

From a chemical point of view, monomers, like Ca®" and OH’, are formed during
the earliest stages of hydration. These charge carriers, which are free to move within the
system, contribute to the acceleration of cement setting. The accelerating impact varies
according to their concentration, electric charge, temperature, and geometrical size [1].
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Calcium ions are acknowledged to have the strongest accelerating effect in cement paste
[2].

A possible approach to cement paste setting can be based on the idea of nucleation
when the sub-nanosized domains of a new, solid phase are formed via sufficiently large
fluctuations. Such domains, or clusters, grow only if they consist of more particles than
ne, which is the so called critical cluster size. Vital parameters of setting are temperature
and water-to-cement (w/c) ratio. The goal of our experiments was to assess the impact of
different w/c ratios in respect to the time behaviour of calcium ions concentration.
Moreover, temporal dependency of Ca*" concentration represents boundary condition
related to equations governing the evolution of newly-forming clusters distribution. The
results are a necessity for computation of numerical solution of nucleation equations.

There exists a feasible way of evaluating the amount of calcium ions in the
chemically-reacting system which is based on the application of a certain type of
retarding admixture. Generally, the retarding admixtures act in two modes; (i) forming
partially soluble compounds on the cement grains surfaces via reactions with hydration
products and hence inhibiting the access of water to cement grain, or (ii) acting as a
protective colloid, inhibiting the gel swelling and elimination of capillary forces.

In our experiment, actual concentration of calcium ions has been determined by a
modified analytical chelatometric method which differs significantly from the most
commonly used modified Franke method [3] for calcium ions extraction in combination
with titration against a suitable solution. The applied method allows us to determine
calcium ions concentration at a very beginning of the setting process.

Apparently, there exists a simple relation between the parameter of
supersaturation and the w/c ratio; by its definition, the supersaturation increases with
decrease in w/c ratio. Monomers’ concentration and w/c ratio are mutually related when
the following model is considered: the higher supersaturation, the more building units
(monomers) are present in the system which increases the probability of cluster creation
that inherently accelerates the setting of cement paste. The measured temporal
dependencies of calcium concentration are in accordance with such assumptions. The
results show lower Ca®" concentrations for larger w/c ratios (ie, smaller supersaturations)
which means longer setting time of cement paste.

The novel applied procedure of estimating the actual calcium ions concentrations
is comparatively straightforward, simple, effective, and well reproducible.

Acknowledgement
This work was supported by the Ministry of Education of the Czech Republic under
project No. CEZ MSM 6840770003. P. Ticha also acknowledges support by CTU under
Project No. CTU0800111.

[1] Taylor H.: Cement Chemistry, second edition, Academic Press 1997, p.335.
[2] Kantro D. L., J. Testing. Evaln., 3 (1975) 312.
[3] Franke L., Sisomphon K., Cem. Concr. Res., 34 (2004) 1161 — 1165.

183



WORKSHOP 2009 MATERIALS ENGINEERING

Humidity Effect on Properities of Lime Plaster Modified
with Metakaoline Used for Historical Building Renovation

R. Pernicova, M. Pavlikova

Radka.pernicova@fsv.cvut.cz

Department of Materials Engineering and Chemistry, Faculty of Civil Engineering, Czech
Technical University, Thakurova 7, 166 29 Prague 6

Moisture monitoring in building materials and structures has been a topic of interest in
the area of civil engineering science for many years. Problems such as structural and
biological degradation, mildew growth or marked changes of thermal, hygric and mechanical
parameters may arise, when moisture accumulates in building materials and structures. This
phenomenon is occurred particularly on historical building that is why restoration of historical
facades and load bearing structure belongs to the most pursued activities from the point of
view of historical monuments care. The reconstruction works are focused especially on
preservation of authentic materials, which are as close as possible to the original materials in
their chemical composition and physical properties which determine their technological
compatibility with original materials.

As the chemical analyses of many historical buildings plasters show, the past centuries
external plasters that are preserved until today contain products formed by lime reaction with
pozzolanic or hydraulic admixtures. In the work presented in this paper, metakaolin is used as
the pozzolanic admixture in lime — pozzolana plaster. Application of metakaolin in lime
mortars for restoration of renders of historical buildings is not in a contradiction with the
historical reality because burnt clay containing more or less kaolinite was used in Rome and
Greece 2000 years ago, as well as in further historical periods. Metakaolin is burnt kaolinite at
temperatures between 500 — 850°C, i.e. above the temperature of kaolinite dehydration. The
products of their chemical reaction are CSH gels and crystallization products [1]. The
developed compounds implicate then higher strengths, resistance against environmental
conditions and in this way of the durability of these plasters. Therefore, in this paper the main
attention is paid to the water vapour transport of lime — metakaolin plasters as a property for
estimating their durability.

The moisture transport, it means water vapour diffusion, through building materials is
a natural phenomenon. The water vapor transport properties of building materials are of
considerable importance in determining the comfort condition in built environment. Water
vapour transport through porous building materials may occur due to both diffusion (driven by
vapour concentration differences) and convection (driven by gas pressure differences).

In season there is the different behaviour of water vapour transport in building
materials. Moisture transfer through walls in summer is usually negligible, because the actual
moisture transfer rate is quite small and the corresponding heat gain is hardly significant.
During cold weather, vapour pressure inside a building is usually higher than that outside. The
difference in vapour pressure leads to moisture diffusion through the walls from inside to
outside. In a cold massive building, especially in historical building, a sudden influx of warm
moist air causes condensation because vapour diffuses faster than the increase of temperature
in the massive wall. Condensation means a process whereby water is deposited from air
containing water vapour when its temperature drops to or below dewpoint, temperature at
which air becomes saturated with water vapour.
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In the description of mechanism of water transport in porous materials are often used
model, where the basic driving force is pressure gradient and the basic transport parameters is
velocity of the water vapour [2]. For air permeable porous materials, a very small pressure
gradient can produce large convective flows through the pores in the structure. During the
water vapour transport through a porous medium, a part of molecules is absorbed on the
surface of the porous matrix due to the interaction between the molecules of the gas and the
solid surface. The absorbed molecules can then diffuse along the solid surface, what is further
mechanism of water transport in porous materials. The method used for water vapour
transport determination is based on the one — dimensional water vapour diffusion, measuring
the water vapour flux through the specimen placed between two chambers and partial water
vapour pressure inside both spaces.

Apparatus for transient measurement of the water vapour diffusion coefficient consists
of two airtight glass chambers separated by the measured sample [3]. Each of the chambers
was provided with probes for relative humidity measurement. The size of tested sample is
usually 100 mm in diameter x 20 mm. In the first chamber a state about 98% relative humidity
is maintained (achieved with the help of a cup of salt solution, e.g. saturated K,SOy solution),
while in the second one there is a state close 0% relative humidity (set up using silica gel, or
burnt CaCl,). Then, the cups with salt solution and silica gel are placed on automatic balances,
which are connected to the computer. The changes in the mass both of the salt solution and
silica gel in the cups are measured in the dependence on time. From the known mass changes
of salt solution and silica gel it is possible to determinate not only water vapour diffusion
coefficient as a single value but also the flux of water vapour incoming to the sample.

The experiment of water vapour transport took place in air-conditioned laboratory at
23+1°C. The experimental method presented in this paper is very significant for achievement
of higher — accuracy results using current models of water vapour transport in porous building
materials.
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Ammonia leakage is a very serious problem for all the industrial facilities utilizing
large-scale cooling systems. Consequently, monitoring of ammonia gas and localization of
ammonia leaks represent an important issue of the environmental control. Our research is
focused on the development of distributed fiber optic sensor. This contribution deals with
the influence of gaseous ammonia on a sensitized optical fiber consisted of a silica core and
polymer clad. The sensing system is invented primarily for location of a large scale, poten-
tially harmful ammonia leaks, featuring the concentration of ammonia in air being close
to the lethal limit (0.5 - 1 pph). The research related to preparation and tests of proto-
type sensing fibers by means of optical spectroscopy and optical time domain reflectometry
(OTDR).

The aim of this research is to understand and to achieve a repeated reversible chemical
reaction in which a proper reagent, an organometallic dye composed of a bi-valent com-
plex ion and selected anions, substitutes N Hj for the organic ligands. The mixture of dry
nitrogen and ammonia was used as the probing gas. The ligand exchange process is accom-
panied by changes of optical absorption spectrum within the VIS-NIR range. Two types of
ligands, marked as L and Lo, were tested [2]. The type of ligands plays an important role
in the change of absorption properties. On the other hand, the impact of anions (in our
case NOs3, Brg) on the bathochromic shifts was very small [1]. A very good reaction with
ammonia associated with the drop of the original complex peak in absorption spectrum was
revealed. The spectral shifts were described before and after the formation of a complex.
The influence of time degradation on characteristic of reagents and gas was tested. Pro-
bably the saturated state of the detection system corresponds with the complete reagent
decomposition. The changes of absorption spectra (position of absorption band) by reacti-
ons of ligands with ammonium hydroxide were not showed and as expected, the ligands by
reactions with NH4OH did not dissociate and did not change their chemical composition.
The complex ions containing L; ligand showed larger shifts than the ions containing Lo
ligand. Cuprous and cobalt salts were found as the optimal metallic complex compound.
Sensitivity of the selected reagent to ammonia exposition was evaluated both in liquid and
solid phase (short fiber sections).

The cladding of the optical fiber is made of polymer material and so the diffusion process
is a very crucial factor in the whole measurement. The pilot spectroscopic experiments
showed the crucial importance of the initial fiber wash for the long term spectral stability.
During the washing of the fibers in aceton, the residues of the initiators and catalysers
are deleted from the siloxane cladding. In case of unwashed samples a rapid decay of the
optical absorption was observed. The optical properties of treated fibers remained stable
for several months of storage under laboratory conditions.

Immobilization of reagent into the fiber cladding is a very important part of a diffusion
process. This part is affected both the matrix structure and the composition of solvent.
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Suitable solvent is featured by good solubility of selected reagent and proper absorption
coefficient. The primary diffusion tests showed that the mixture of ethanol and chloroform
in the exact ratio is the best solution. The ratio of these solvents influences the diffusion
and stability of reagent in cladding of optical fiber. The diffusion can be described as a
double-step process. In the first part, chloroform causes a swelling of polymer cladding and
then the diffusion process is executed. Cladding of fiber acts as membrane or as filter for
the liquid solution of reagent [4].

If a polymer matrix acts as the solvent, the possible diffusion of water into the clad-
ding can modify the actual degree of dissociation and then contribute to the remarkable
dependence of the sensor signal to the ambient humidity. The existence of hydroxyl and
hydronium ions in the cladding can lead to the creation of ammonium salt, which disturbs
sensor function. The degree of dissociation also varies with the types of anions and central
ions. The appropriate selection the cladding polymer and other types of ions is necessary
to reduce of undesired effects.

The OTDR method was then applied to test longer fibers for localization of ammonia
exposition [3]. All experiments were performed in respect of unsensitized optical fiber which
created a reference level. The results were evaluated by means of simulation software for
qualitative comparison the measured OTDR traces with the theoretical predictions. OTDR
signal from the beginning of fiber is affected with pulse width. Increasing the reagent
concentration in the fiber cladding could increase the ammonia sensitivity, but, on the other
hand, it would also enhance the total fiber attenuation and likely decrease the resolution
at low concentration. The ammonia molecules react probably with the reagent molecules
located in the outer shell of the fiber cladding.

The saturation time, concentration and coefficient of diffusion was investigated and
evaluated. However, the full reversibility of the complex re-formation is very difficult to
achieve. A selection of a suitable agent ensuring the sufficient solvation of the reagent
molecules within the cladding matrix was identified as the crucial technological factor.

The forthcoming research will focus on the manufacturing of new experimental setup
which will be used in the following tests. Furthermore, we will test the alternative reagents
based on amino-quinolin ligands with the aliphatic lateral chains.

Reference

[1] L. Kalvoda, J. Aubrecht, R. Klepacek: Fiber Optic Detection of Ammonia Gas, Acta
Polytechnica 46(2), 2006, pp. 41-46.

[2] J. Aubrecht, L. Kalvoda: Detection of Gaseous Ammonia Using Evanescent Optical
Sensor, Proceedings of Workshop, Special Issue, Volume 11, 2007, pp. 280-281.

[3] J. Aubrecht, L. Kalvoda: Detection of Gaseous Ammonia Using Evanescent Optical
Sensor, Proceedings of Workshop, Special Issue, Volume 12, 2008, pp. 300-301.

[4] J. Aubrecht, L. Kalvoda, O. Sykora: Detection of Gaseous Ammonia Using Evanescent
Optical Sensor, Proc. EUROPTRODE IX., Book of Abstracts, 2008, page 175.

This research has been supported by CTU grant No. CTU0803814 and the grant of the
MEYS of the Czech Republic MSM 6840770019.

187



WORKSHOP 2009 MATERIALS ENGINEERING

In-situ Failure Observation of Thermal Sprayed Coatings
R. Musalek

radek.musalek@fjfi.cvut.cz

Department of Materials, Faculty of Nuclear Sciences and Physical Engineering,
Czech Technical University, Trojanova 13, 120 00 Prague 6, Czech Republic

Surface of the component is typically exposed to the different loads, e.g. mechanical
and thermal loads, corrosion in aggressive environments, wear etc. Due to the synergy effect,
failure of the part typically initiates on the surface. Application of protective surface layers can
protect base material and lead to prolonged lifetime and better reliability of the system.

Thermal spraying represents one of the methods for preparation of such surface layers.
For example, in plasma spraying is feedstock material in form of powder or wire injected into
the plasma jet where it melts and after deposition on the substrate forms so called splats.
Resulting microstructure consisting of splats, pores, cracks, or impurities, differs from the
microstructure of cast material and can be tailored to the desired application. Microstructure
of the coatings results in special properties of thermally sprayed coatings which can outweigh
higher costs compared to classical technologies.

Failure of the coating (e. g. by cracking, delamination or spallation) can result in
malfunction of the whole assembly. Processes leading to the fracture of the coating are
typically studied “post-mortem” by fractographic analysis of the fracture surfaces.
Interpretation possibilities of the fractographic analysis can be extended when observing real-
time microstructure changes in-situ or comparing changes before and after the failure.

In this project, special device developed for loading in the vacuum chamber of the
scanning electron microscope was used. This device was designed for tensile loading and
3-point bending of samples in shape of small beams (cca 2x2x25 mm). For the observation of
crack growth in thermal sprayed coatings 3-point bending mode is more appropriate. In tensile
testing mode, specimen mounting can be troublesome and release of the deformation energy
can lead to sudden cracking. Specimens were prepared from free-standing deposits of stainless
steel 316 sprayed with water stabilized plasma (WSP) gun PAL 160. Specimen preparation
had to be optimized to produce flat and scratch-free surfaces without pull-outs.

Precision cut-off machine with diamond wheel was used for preparation of specimens
with desired dimensions to prevent damage of the specimen. Prepared bars were mounted
with thermoplastic raisin into special sample holder to ensure planarity. Specimens were
polished on one side using standard metallographic procedures — mechanical grinding and
polishing up to 0.05 um OP-S suspension.

Samples were mounted into the loading device with 3-point bending setup so that the
polished face could be observed. Area under the middle support, where growth of the crack
was expected, was documented by series of micrographs at high magnification with scanning
electron microscope (SEM) JEOL JSM-5510LV equiped with energy-dispersive X-ray
spectrometer IXRF500. Load was imposed “ex-situ” outside the SEM vacuum chamber in
several steps by controlled displacement of the middle support of the loading device. Crack
evolution was observed in the light stereomicroscope during each loading step. Resulting
changes in microstructure were observed in the SEM at high magnification and whole
procedure repeated until the final rupture of the specimen. Terminal fracture surfaces were
subjected to classical fractographic analysis.

Microstructure observation proved presence of splats and oxides in the coating, which
is typical for thermally sprayed materials. Crack initiation site was successfully determined on
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the cross-section of the coating. Crack was documented for 5 different loads which enables
reconstruction of its growth.

Crack initiated in the area of higher concentration of brittle oxides on the free surface.
Typical mechanism of crack propagation was intersplat decohesion and intrasplat cracking in
areas of imperfect bonding of the splats mainly due to the presence of oxides. It was observed,
that major crack tended to bifurcate and only some of many branches developed to major
cracks leaving behind net of small cracks and occasionally leading to the coating spallation.

The method described above makes it possible to study terminal stages of the coating
failure during the bending in the microscopic level. As an alternative so called bonded
interface technique [1] was used to study response of the microstructure to the indentation.
This test should simulate contact of coated part with other objects. The indentation was
carried out across artificially created polished cross-section of the coating. Changes in the
microstructure were observed with the SEM microscope.

Results were successfully obtained for WSP sprayed Al,O; and Ni20Cr sprayed with
High Velocity Oxygen Fuel (HVOF) gun. It was shown, that compaction of the porous
microstructure, as well as crack formation, debonding or plastic deformation of the splats is
possible under the indent. Mutual slide of the splats was also observed. It was also stated, that
sometimes splats tend to move in “clusters” rather than individually.

Several different tests were also performed to characterize the mechanical behavior of
the selected thermally sprayed coatings in the macroscopic level. For example, an evolution of
coating modulus and stress-strain dependency using 4-point bending test has been extensively
studied for the ceramic Al,O3 coating as well as indentation moduli in two main coating
directions using instrumented indentation and finally response of the coating to the thermal
loading. Results confirm assumptions [2], that stiffness of the coating is higher in
compression due to the closing of the pores while in tension pores and cracks are opening and
therefore stiffness is decreasing. Significant microcracking, permanent deformation and
delamination also occurred. Details are given elsewhere [3].

Each of these techniques gives us better insight into in the coating behavior during
different types of loading and at different scale. Therefore their combination, especially with
numerical simulations [4], can be very useful in comprehension of complex coating failure.

For the quantitative description of changes in the coating microstructure special strain
mapping procedures were proposed and are currently under development.
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Porous system of silicate materials (concrete, ceramic, mortars) influences final
mechanical and physical properties significantly. Frost resistance, absorptiviti and
permeability of silicate composites is very significantly influenced by distribution and shape
of pores. Amount of pores with diameter up to 300 um is fundamental for frost resistance of
concrete for instance. The production of fair-face concrete components is growing up, too.
Fair-face and architectonic concretes are extremely technologically difficult elements because
of high requirements on final esthetic view and because of many factors that influence
production and result. Very important role in building up of top surface layer of concrete plays
application of separation agents on formwork surfaces.

The project was focused to improve a to develop methodology of application of
Confocal Laser Scanning Microscope Lext OLS3000, that presents a now generation optical
systems for ultra-precise measurement and observation with the highest levels of reliability.

LEXT meets a diverse range of needs in fine surface profile measurement. Both 3D
observation and high-precision 3D measurement are possible in real time. With an
outstanding horizontal resolution of 0.12um and a magnification range from 120x to 14,400x
LEXT is designed for researchers working between the limits of conventional optical
microscopes and scanning electron microscopes (SEM). Unlike the situation in SEM any
sample can be placed directly on the microscope stage without pretreatment. LEXT is ideally
suited for ultra-fine surface observation and measurements required for micro fabrication
devices like MEMS (Micro Electro Mechanical System), for new materials development, and
for today's thinner devices, with more compact surface mounting requirements.

In construction industry it is used for measuring of real distances, volumes, areas and
projections, measuring of roughness of surfaces, measuring of profiles, analysis of particles,
control of materials, coatings and many other functions directly in 3D projection. Abilities of
such system can be utilized very well also during analysis of faults and defects (such as
cracks, porosity, etc.) and it also exceeds a frame of conventional microscopy significantly by
the fact it presents a very efficient 3D projection tool with high accuracy of measuring.

3D microscopic observation and measurements were performed on silicate materials
(concrete, ceramic, mortars) porous system. Roughness and pores of concrete surface treated
by different separation agents were observed, too.

In the frame of the project was developed methodology of concrete surface roughness
measurement. For analysis of roughness of a microscopic area 15 characteristics are described
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altogether, but for evaluation of a surface just three were chosen because quality and structure
of the surface is manifested the most at these chosen quantities. It is middle height Zn,
maximal height of a profile R;and arithmetical middle height R, .

Standardized methods and new methods of pore system analyze resulting from LEXT
technical abilities were compared and studied. Ability of system LEXT to determine spacing
factor of pores and pore distribution of silicate materials as concrete, mortar, ceramic was
proved.

References:
[1] DUDIKOVA, M. — KOLISKO, I.: dplikace konfokdlniko rastrovaciho mikroskopu Lext
Ols 3000 pro stanoveni porovitosti materialu, VUT v Brng, 2008, pp. 121.

[2] REITERMAN, T. — KOLAR, K - KLECKA, T. - DUDIKOVA, M.: Viiv vybranych
vlastnosti betonu na kvalitu povrchovych vrstev pohledového betonu, CBS Servis s.r.o.,
2008, pp.114-123.

[3] CONFOCAL SCANNING LASER MICROSCOPE OLS3000/3100, Users manual, Ver.
5.0, 2007.

[4] PYTLIK, P.: Technologie betonu, VUT, Brno 1997.

This research has been supported by grant No. CTU08054131.

191



WORKSHOP 2009 MATERIALS ENGINEERING

THE STUDY OF SPECIMEN SHAPE AND SIZE ON
TEST RESULT OF MODULS OF ELASTICITY

P.Huiika*, K. Kolai*, J. Kolisko
hunka@klok.cvut.cz

Department of Experimental and Measurement Methods, Klokner Institute, Czech Technical
University, Solinova 7, 166 08 Praha - Dejvice

Modulus of elasticity is main material parameter for concrete structures, that goes into
series of static computing and is near by other physically-mechanic characteristic of concretes
as creep, shrinkage, frost resistance, durability etc.. Modulus of elasticity describes ability of
concrete to conduct lively under load. Modulus is determining from deformations, which
impending after known loading. Values determined on same material test specimen, who were
made and treated identically, have not same rate for series of technological influences.

New Europe standardization causes some dubiousness not only on application of this
material constant but on measurement method, too. Project was focused on comparison study
of specimen shape and size on test result of elasticity modulus. Cylindrical and prism concrete
test specimens of different size were tested and results were compared.

The following statement can be made from gained results:

¢ It is obvious that shape must have some influence on result but the difference is very
significant even the shape of specimens corresponds with required limits of test
standard CSN ISO 6884 i.e. cylinder 150x300 mm and prism 100x100x400 mm.

¢ Value of modulus is significantly higher if tested on prism with slenderness ratio 1:4
compare with cylinder with slenderness ratio 1:2.

¢ Max difference for concrete C25/30 XC1 gained from tests was 20,5 % if results on
cylinders were considered as 100 % level. Control test on several types of common
concrete shoved difference between cylinders and prisms in range of 2,5-20,5 %.

¢ Significant difference of modulus of elasticity value was observed between specimens
prepared in moulds and specimen cut from concrete blocks. Cut prisms give lower
results. It was 13 % lower for tested concrete C25/30 XC1.

¢ Bulk density of hardened concrete was homogenous and we consider this influence as
no significant.

In the frame of project were gained very important information and markers about some
unacceptable influences on test value of modulus elasticity if measured according to standard
CSN ISO 6784. The volume of test program was limited and further measurement is strongly
recommended.
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The implantation of integrated biomedical devices to the human body provides
challenges to the engineering materials science and technology. Because the production has
rising tendency, new materials and innovated approaches are still required [1]. In this respect
multi-material functionally graded sintering has been introduced into production.

In the multi-material functionally graded implants the mechanical, physical and
chemical properties change from one side of the product to the other. Biomaterials with
excellent osseointegration and low Young's modulus on one side of the implant and other
materials with perfect mechanical properties such as hardness, abrasion resistance etc. on the
other side, are advantageous for various bio-applications. For example, the disadvantage of
joint requirements in bioimplants can thus be eliminated and the risk of screw connections or
corrosion of welding avoided [2]. These appliances can also present contrasting adhesive
requirements over very short distances along the same structure [3]. The additional
requirements such as simplicity of manufacture, low cost production and individual demands
such as design which can differ from patient to patient should be met as well [1]. Fundamental
materials which are recommended especially for joint and bone implants and can withstand
complex operating conditions are pure Ti, Ti-6Al-4V alloy and Co-28Cr-5Mo alloy [4, 5].
Especially titanium and its alloys currently constitute the most favored implant materials for
joint replacement [6]. Moreover the powder metallurgy is involved in improving the bone-
implant contact by making the implant structure porous and thus friendlier to bone cell
anchorage [7]. In comparison to other metallic implant materials, titanium is characterized by
a high biocompatibility, a good workability and corrosion resistance with suitable mechanical
properties (low Young's modulus - high strength) [1]. Ti and Ti-6Al-4V alloy also perform a
highly inert behavior while they develop a very sable oxide layer when exposed to air or to
aqueous media [8]. Among all implant materials, Co-Cr-Mo alloys demonstrate the most
useful balance in strength, fatigue and wear along with resistance to corrosion. Powder
Metallurgy (P/M) route offers additional advantages [9]. It has been shown, that the extent of
bone growth in implants where powder metallurgy was used was markedly greater, attributed
to the microstructure of these implants [10]. There are numerous manufacturing processes
employed nowadays in the Powder Metallurgy (P/M) field. The most promising ones are
Selective Laser Sintering (SLS), Three-Dimensional Printing (3DP) or Metal Printing Process
(MPP). These processes build components ready for use directly from metal powders using
layer manufacturing principles. By changing the powder in the powder reservoir form layer to
layer, graded materials can be thus produced [11].

Ti6Al4V and CoCr alloys were supplied in a powder form by Arcam AB. The powder
was produced by a gas atomization process and particle sizes laid within a size range from 10

to 70 um. Multi-material functionally graded samples of CoCr alloy and Ti6Al4V alloy were
194



WORKSHOP 2009 MATERIALS ENGINEERING

manufactured by the MPP. They consisted of one part of CoCr and one part of Ti6Al4V.
These were built in the shape of disks (30mm diameter, 3mm thickness) by the successive
application of 10 tol1 pattern layers of CoCr and Ti6Al4V on a foundation of pure Ti6A14V
powder, consolidated at various temperatures. For comparison, one sample of pure CoCr alloy
and one of pure Ti6Al4V alloy were also manufactured by a similar procedure. The
consolidation took place in a protective atmosphere of 95% Ar and 5% H, while the
compaction pressure during consolidation was set to 170 MPa.

Hardness was measured with the help of Brinell test, where the hardened steel ball-
shape indenter was used. The diameter of indenter was 2.5mm and the applied load was
612.9N for 10 seconds. Specimens were measured at Ti6Al4V part and CoCr part three times
to determine an average value.

Contact Angle was measured by Surface Energy Evaluation System. The samples were
ultrasonic cleaned in ethanol bath and dried with agitated air. The sessile drop technique was
used to measure the water contact angle using the See System software. The contact angle was
measured three times on each part of the samples.

Surface topography was evaluated using the JEOL JSM 5410 Scanning Electron
Microscope. Images were taken to show the most realistic information about the surface
topography of the samples.

Viability: The Balb/c Mouse Fibroblast cell line was used in this study. For the precise
evaluation of number of live cells the MTT test was used. The cytotoxicity level was
evaluated on the basis of cells viability in culture with presence of tested material extraction
compared with control culture without presence of any cytotoxic material.

In-vitro cultivation with PBMC: Isolated leukocytes were cultivated with the selected
samples on 24-well cultivation plate for 18 hours in H-MEMd cultivation medium. 5x10°
cells from each specimen were then stained with Hoechst 33258 five minutes prior to
measurement for exclusion of dead and damaged cells. Samples were measured on BD LSRII
flow cytometer. Data were evaluated by TreeStar FlowJo software.

In this study a possibility of application of functionally graded metallic materials was
studied. From the obtained results it can be stated that such combination of materials is likely
to be applicable in the field of bioimplants. Samples where the higher temperatures of
sintering were applied are recommended for further testing in order to meet high requirements
on mechanical properties and biocompatibility.
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During the last decade, big progress has been achieved in the fabrication of
optoelectronic devices based on self-assembled semiconductor nanostructures. These
structures are mostly based on InAs quantum dots (QDs) on GaAs substrates [1, 2]. The aim
of the research is to realize devices based on GaAs suitable for long wavelengths (1300 and
1550 nm) important for optical telecommunications. Recently, nanostructures combining
more than two semiconductor compounds are studied. The example is GaSb/InAs/GaAs due
to the type-II band alignment between arsenides and antimonides. Successful epitaxy of these
structures requires precise control of sensitive growth parameters.

Reflectance anisotropy spectroscopy (RAS) is a non-destructive in-situ optical probe
of surfaces that is capable of operation within a wide range of environments. In-situ
monitoring of growth using RAS is in contrast to simple reflectance (R) measurements
capable of real-time detection of the properties of surfaces, interfaces and doping induced
surface electric fields. Since RAS includes reflectance measurement, it allows also to analyze
layer thickness, growth rate and composition. In cubic semiconductors, reflectivity of bulk is
isotropic. This does not apply to the surface of the crystal where reconstructions are formed as
a result of symmetry breaking. In order to be sensitive to anisotropic dielectric contribution of
the surface, RAS measures under normal incidence the reflectance of light polarized along
two axes x and y of the crystal. The anisotropy in reflectance is Ar=r, —r, and r is the

isotropic reflectance:
r.o—r
ﬂ =X Y - Re(g) + iIm(g).
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In the case of A™BY semiconductors with cubic symmetry the anisotropy of (001) surface can
be described as:
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Only the real part of RAS signal is used because the noise on measurement of Im(Ar/r)is
usually an order of magnitude greater than on Re(Ar/r).

In this contribution I present RAS measurement of basic growth properties of different
A"™BY semiconductor structures prepared in the Institute of Physics of the ASCR in Prague.

I focused on the calculation of growth rate of thin InAsSb layer covered by GaSb layer on
GaSb substrate, growth and simulation of reflectance fingerprints of a stack of five AlyGa;.
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«As layers on GaAs substrate (x = 0, 0.9, 0.2, 0.9, 0), and p (6E16, 3E17, 8E18 cm’3) and n
type (IE17, 5E17, 2E18 cm™) doped GaAs layers by C, Si and Te on GaAs substrates.

The structures were prepared by low-pressure MOVPE in AIXTRON 200 on semi-
insulating (100) oriented GaAs and on GaSb Te doped (100) substrates. The growth was in-
situ monitored using EpiRAS 200TT from LayTec. GaSb and InAsSb layers were grown from
TMIn, TESb and tBAs precursors at 560°C and 15 kPa total pressure, AlGaAs layers were
prepared using TMAI, TMGa, and AsH3 at 700°C and 5 kPa, GaAs was grown at 650°C and
5 kPa using TMGa and AsHj3 precursors and CCly, SiH4 and DETe as dopants.

Measured growth rate of InAsSb layer, using Fabry-Perot reflectance oscillations at
1.3 eV, is in a good agreement with the intended one. However, the measured changes in RAS
signal are high enough to correspond only to surface reconstruction because the signal is
mainly influenced by surface roughness. This effect often occurs if prepared epitaxial layer
contains Sb.

Graphical visualization (so-called colorplot, a color coded RAS or R signal) of the
sequence of AlyGa,xAs layers (x =0, 0.9, 0.2, 0.9, 0) on GaAs substrate was measured from
1.5 to 5.0 eV photon energy. The changes of reflectance depend on the thickness of monitored
layer, its band gap energy Eg, as well as on the energy of photons. If this energy is higher
than Eg, no reflectance signal will be seen due to absorption of light. Therefore, it is possible
to distinguish different layers and estimate their composition (Eg of ternary materials like
AlyGa; <As depends on composition: for x = 0.2 the material is close to GaAs with Eg = 1.44
eV, while x = 0.9 is close to AlAs with Eg = 2.16 eV). The colorplot of reflectance
(normalized to GaAs substrate) was then simulated by AnalysR - thin-film analysis software.
It uses a multi-layer model based on a set of high-temperature dielectric functions. The
simulated data proved a good crystallographic quality of prepared heterostructure.

It was confirmed in case of GaAs that n-type doping decreases and p-type doping
increases RAS signal. The influence on the RAS spectra of p- and n- type doping of GaAs is
caused by the formation of doping-induced electric fields, which affect surface dimer
configurations.

The results of this work will be used in further improvement and optimization of the
growth parameters of more complex A™BY MOVPE prepared structures containing quantum
wells or quantum dots.
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A finite element model of growing fatigue crack is being developed at the Department
of Materials. A set of experiments concerned to cyclic elastic-plastic mechanical properties of
a typical aircraft aluminum alloy as well as low-cycle fatigue experiments had to be done as
an entrance experiment for numerical simulations. The tests were concentrated especially on
the determination of hardening parameters of the Chaboche model [1] and on the study of the
surface fatigue crack initiation. All experiments and results are described in detail in [2, 3].

Aluminum alloy D16CT1 (AlCu4Mgl type) was delivered in a form of the rolled plate
with a thickness of 11 mm. Two types of specimen were produced. Smooth cylindrical
specimens were 5 mm in diameter. Notched specimens were round bars with U-shape groove
with 2 mm radius and the diameter of the smallest cross-section 4 mm. The surface of all
specimens was worked with emery paper and polished by diamond paste (particles 15 um).

All loading experiments were performed at room temperature on Hegewald&Peschke
loading machine equipped with the special extensometer. Cyclic tests were strain controlled;
the loading was always symmetrical to avoid the mean stress relaxation. The frequency of
cyclic loading was about 0.1 Hz.

Fatigue tests on both smooth and notched specimens were performed in a complicated
and non-standard way. After relatively short loading sequence the specimen was always
released from the loading machine and his surface was carefully studied by the mean of the
metallographic microscope. The crack was said to be just initiated if there was a crack with
the surface length 70-130 um. After such initiation was observed the specimen was loaded to
fracture.

The tensile test on a smooth specimens determined basic material constants: Young’s
modulus £ = 73.5 GPa, Poisson’s ratio v = 0.314, yield strength g, = 469.2 MPa, and ultimate
strength oyrs =497.3 MPa. The material turned out to substantially strain hardened. During
cyclic loading it proved significant cyclic softening before the process became saturated.

Data for cyclic curve (plastic strain vs. stress) were obtained from saturated hysteresis
loops of smooth specimens. Parameters of Chaboche kinematic model which fit well this
experimental curve were determined as follows: cyclic yield stress R = 375.7 MPa, constants
of kinematic hardening C = 7756.8 MPa, and y = 66.

Fatigue curves (number of cycles vs. strain level) and energy to failure were obtained
for the total fracture of the specimen as well as for the stage of initiation (so called French
curve). The initiation curve seems to have more relevance to the modeling of growing fatigue
crack which could be regarded as repetitive re-initiation of the crack on the short distance.

Notched specimens were tested for examination of the stress triaxiality influence on
the fatigue crack initiation. Both the failure and initiation curves were obtained but the finite
element simulation of the cyclic stress-strain field at the notch revealed that in a such low
depth, where the initiation crack reaches, there is very low triaxiality of stress due to
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proximity of free surface. Initiation curves for the smooth specimen and for the root of the
notched specimen are nearly the same.

Scanning electron microscopy revealed that the alloy contains very much small cracks
in the brittle structural inhomogenities still before the cyclic loading. It means that all fatigue
process lies in the growing of these cracks. The magistral fatigue crack is initiated
predominantly at the surface and the role of the subsurface cracks in the fatigue process
should be further studied.

To sum up then the research permitted to determine the elastic-plastic mechanical
properties and strain life fatigue curves of the aluminum alloy D16CT1, which would be
directly applied in phenomenological finite element model of growing fatigue crack.
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Waste as a by-product of our daily living represents significant task for us to deal
with. There are several possibilities to deal with waste such as burning, damping, recycling
etc. Each has its own price and place in today’s society. After the Czech Republic joined the
European Union it had to obey its regulation such as “Waste elimination”. It makes waste
management a significant problem for the public authorities today.

The current time is characterized by the tendency of maximum recycling of all types
of wastes and reducing their disposal. The direction of the European Union No. 1999/31/EC
sets to the member states the obligation to reduce the total amount of waste damps. According
to this direction, in 2010 the amount of disposed waste should be reduced to 75%, in 2013 to
50% and in 2020 to 35% as compared to state in 1995. From the data evidence of wastes in
Czech Republic there is evident that the meeting of above given requirements of European
Union will be not feasible without progressive building-up of incinerators equipped with
modern technologies ensuring safe waste combustion. For example the present capacity of
Czech municipal waste incinerators that is about 700 kt per year will be increased to 1500 kt
per year. In accordance with EU direction the amount of municipal solid waste incinerator ash
(MSWIA) will increase in near future and its industrial use is necessary from the
environmental point of view as well as from the financial benefits. Especially the recycling of
industrial wastes in the concrete manufacturing is of increasing interest worldwide, due to the
high environmental impact of the cement and concrete industries and to the rising demand of
infrastructures, both in industrialized and developing countries [1].

In this paper we analyze the possibilities of MSWIA for application in concrete
industry. Although the use of fly ash from power plants is well established in concrete
manufacturing, fly ashes from municipal waste incinerators are technologically an open field
from this point of view, until now.

MSWIA materials possess a chemical composition that is not dissimilar from that of
FAs. In fact, they are mainly composed of amorphous silica, alumina, iron oxide and calcium
oxide. This suggests that MSWIAs could have pozzolanic or hydraulic behavior and its
addition to the concrete mix could have a beneficial role in the development of the
microstructure of the hydrated cement paste. Hence, a great advantage in the sustainability of
the concrete industry would be achieved if MSWIA materials, which are available in great
quantities throughout the world, could be used to produce quality concretes. In literature there
can be find several papers that proved the pozzolanic activity of MSWIFA and showed their
reactivity with calcium hydroxide. Because the waste treatment represents highly actual topic,
several researches have studied the possibility of recycling of MSWIA materials in the
concrete and cement manufacturing, both as aggregates or mineral additions. MSWI bottom
ash and fly ash have been also used as raw materials for manufacturing cement, ceramics,
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bricks, or tiles. Probably the most frequent application of MSWIA materials is replacing of
part of Portland cement in concrete mixture. For instance in [1] the authors deal with 30%
replacement (by mass) of Portland cement by MSWI materials in concrete structure. They
have used dry or washed MSWI fly ash or MSWI bottom ash (slag material). The authors
refers that the concrete mixtures with the addition of different types of MSWI materials did
not show any workability problems and their fresh density was comparable with that of the
control concrete. Nevertheless, the concrete with addition of dry MSWI bottom ash
experienced a remarkable expansion during setting. Because of such expansion, the density of
the hardened concrete decreased, what led to the decreasing in strength characteristics. This
feature was observed also by other authors and the causes of this phenomenon have been
discussed in several papers [2]. This harmful effect of MSWI material addition into concrete
mixture can be explained by chemical reactions on non-ferrous metals, particularly on
aluminum and zinc that cause an increase in volume. On the other hand, in case of application
of wet waste materials, no volume expansion during setting was observed and a good
pozzolanic behaviour of MSWI materials proved the possibility of these materials to give a
significant contribution to the development of the strength and impermeability of concrete.

Another way how to avoid the volume expansion of concretes containing the MSWI
materials is to immerse the waste materials in a solution of sodium hydroxide, till all
hydrogen is produced. For instance Pera et al. [3] have immersed MSWI bottom ash in
sodium hydroxide solution for 15 days. The ash was then washed and dried. The concrete
mixture with such treated ash addition has than revealed very perspective strength
characteristics.

This paper shows that MSWI materials are potentially attractive for application in
building industry. They can find use above all in cement and concrete manufacturing as
mineral binder or aggregate addition. Nevertheless, it should be pointed out that their
widespread utilization in practice is limited by the variability in their composition. Therefore,
detailed chemical and physical analysis has to be performed before their application. Some of
MSWI materials require also pre-treatment like wetting, washing, vitrification (melting) etc.
for optimization of their properties.
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The study of the in-flight state of powder particles subjected to the plasma spraying is usually
the first research carried out before the application of the sprayed coatings. The purpose is to
describe the processes which take place during the deposition of the powder. [1]

The deposition method was the Water Stabilized Plasma (WSP) technology. The feedstock
material was gas-atomized dual-phase Fe-Al based intermetallic powder produced by
LERMPS, Belfort, France. The chemical composition obtained by chemical analysis was
61wt.% Fe, 39wt.% Al The particles had a spherical morphology, the granulometry fraction
for WSP technology, 90-140 um, was obtained by sieving. The microstructure of the particles
consisted of a mixture of two ordered intermetallic phases: FeAl and FeAl,. [2]

The particles were sprayed and directly trapped into liquid nitrogen to provide rapid cooling.
The spraying distance (the barrel - liquid nitrogen level) distance was about 400 mm. The
trapped particles were wetted by ethanol to prevent water condensation and immediately
dried. For the purpose of analysis, the particles were mounted into epoxy resin and then
grinded and polished to obtain a standard metallographic preparation. The particles were
observed by means of light optical (LOM) and scanning electron microscopy (SEM). After
spraying, the particles exhibited near spherical shapes and their diameters were not heavily
affected. During the flight, some particles have merged and formed bi-particles. Small
darkened areas, so-called caps [3, 4], were formed on the surfaces of few particles. The
formation of the caps can be explained as follows: after passing through the plasma torch,
particles enter the atmosphere and are subjected to very severe decelerations. A considerable
oxidation also takes place. During the deceleration, the phase separation occurs since there
are huge differences in densities. The oxides are forced to certain places on the particle
surface where they form caps. Two or even more caps which were found on some particles
can be formed if the particle suddenly changes its orientation when entering the atmosphere.
The SEM micrographs taken using backscattered electrons revealed particles composed of
much heavier elements then the caps.

The cross-section of the particles was subjected to etching in the solution of 80% HNO; and
20% HF. The observation showed the presence of two different kinds of particles. One group
of the particles seemed to be not affected by etching; another group was affected much more.
Moreover, less and more etched particles exhibited single-phase and dual-phase like
microstructures, respectively. The examination of the caps formation revealed that these caps
were created on both types of particles. Very rough estimation of the ratio between the more
and less etched particles led to approximately two thirds of less and one third of more etched
particles. The study of the bi-particles revealed that when merged, more etched particles
maintained their shapes at the expenses of the less etched.
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The energy-dispersive X-ray spectroscopy (EDS) point analysis was performed in order to
find the differences in composition between particles differently responding to etching. It was
found that the more etched particles showed somewhat higher aluminum levels (not less then
35%wt.) comparing to the less etched (from 30 up to approximately 35wt.% Al). The EDS
was carried out also in the inner structure of the more etched particles in order to find any
differences in composition between different areas in the microstructure. Two different
constituents were found: one having approximately 35 wt.% Al, the other 42wt.% Al. Nearly
no experimental scatter in the measured values indicates two different phases: FeAl and
FeAlz.

Several conclusions can be drawn from this introductory experiment. The more etched
particles seemed to be harder, since their spherical shapes were not harmed. In all observed
cases the changes of the shapes were noted only on the less etched particles. This could be
due to the turbulent flow in the plasma torch resulting in different areas having different
temperatures. When merging, particles of different temperatures meet. This indicates that the
more etched particles were those exhibiting lower temperatures.

EDS analysis showed higher level of aluminum in more etched particles. Later it was
observed, that the evaporation of aluminum during plasma spraying is much faster then that of
Fe. Particles with slightly higher Al content were probably exposed to lower temperatures (or
for shorter times) comparing to the particles with lower Al contents. This conclusion also fits
together with the fact that the more etched particles were maintaining their shapes during
merging.

The results can be summarized as follows: during the process of plasma spraying, some of the
melted particles had lower temperatures. These particles maintained their dual-phase nature
which responded well to etching (the particles appeared darker — more etched). The less
etched particles (which appeared brighter) were subjected to severe evaporation of Al; their
structure reached the single phase field (FeAl).
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Iron aluminides based on Fe-Al have good oxidation, corrosion and wear resistance,
low density (5.6 g.cm™) and material cost. They have some properties even better than
stainless steels; moreover, they offer conserving of strategic elements such as nickel and
chromium. They can be used as heating elements or furnace fixtures in automotive or
chemical industry [1].

FeAl based intermetallic alloys suffer from poor room temperature (RT) ductility, and
the tensile and creep strength of FeAl rapidly decrease after reaching temperature above
around 600°C. The room temperature brittleness is mainly caused by hydrogen embrittlement
and can be solved by reducing the grain size, or by alloying additions that will either interfere
with the formation of atomic hydrogen at the surface or impede its diffusion (e.g. carbon and
boron) [2]. Although the influence of the environment and alloying elements on tensile
properties of iron aluminides such as strength and ductility is widely reported, very little work
has been published on the fracture toughness.

The difficulties in conventional metallurgy processing have focused many efforts on
these materials to powder metallurgy technology. It was shown that Fe-40Al alloys can be
prepared by recently developed (less expensive) conventional processing technology of hot-
rolling [3]. FeAl based intermetallic alloys with addition of carbon, titanium, zirconium and
boron (Fe40Al1C, Fe40AllITi and Fe40AlZrB). The alloys were prepared by modified
processing technology of vacuum induction melting and hot rolling in special stainless steel
sheath. The ingots were hot rolled to plates 12,5 mm thick at 1200°C and subsequently
quenched into mineral oil.

In all alloys, more or less equiaxed grains were observed in three independent planes
(perpendicular to the rolling direction, transverse and short transverse direction), which is
characteristic for recrystallized microstructure. The Fe-40Al-1C alloy exhibited grains size
around 500 pm. Inside grains and on grain boundaries there were many carbon bearing second
phase particles, corresponding to graphite and perovskite-type carbide Fe3AlCys. The Fe-
40Al-1Ti alloy exhibited grain size around 250 pm with much less second phase particles
inside grains and on grain boundaries than Fe-40Al-1C alloy. EDX analysis revealed
composition of second phase particles close to TiC. The particles were formed due to the
residual carbon content in the raw Fe. The Fe-40Al-Zr-B alloy showed coarsest grains (of size
almost 1 mm) with a number of Zr rich particles. Wavy character of grain boundaries in the
Fe-40Al-Zr-B alloy indicates unfinished process of grain boundary movement during the hot-
rolling or slow air-cooling.

Tensile tests were carried out at temperatures 20, 600, 700, and 800°C at the constant
crosshead speed 2 mm/min (corresponding to the strain rate ~10™* s) on INSPEKT 100 kN
and INSTRON 1195 testing machines equipped with a resistance-heated furnace. All alloys
had very low elongation (less than 0.2%) at room temperature; the specimens failed very early
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after yielding. The Fe-40Al-1C alloy showed highest room temperature yield stress. The Fe-
40Al-Zr-B alloy displayed highest yield stress at temperatures higher than 600°C.

Fracture toughness tests were performed according to ASTM E1820 standard. The
fracture toughness Ky was measured from the load vs. load-line displacement. The
methodology of fracture toughness testing of iron aluminides based intermetallic alloys was
developed in Ref. [4,5]. The fracture toughness of Fe-40Al-1C alloy increased from
21 MPa.m'? at 20°C to 45 MPa.m"? at 400°C and then decreased to about 40 MPa.m'"?
at 600°C (Tab. 2). The fracture toughness of Fe-40Al-1Ti alloy increased from 14 MPa.m'? at
20°C to 35 MPa.m"? at 400°C and then decreased to about 26 MPa.m'? at 600°C (Fig. 3).
The fracture toughness of Fe-40Al-Zr-B alloy increased from 34 MPa.m'? at 20°C to
49 MPa.m"? at 400°C and then further increased to 60 MPa.m"? at 600°C.

The fracture surfaces were observed using SEM JEOL JSM 840A operated at 25 kV.
Addition of Zr and B improved the tensile properties at elevated temperatures and
significantly increased the fracture toughness. Up to 600°C, the fracture micromechanism was
predominantly transgranular cleavage in both tensile and CT specimens. At 800°C, the
fracture micromechanism changed to ductile dimpled fracture.

Carbon addition increased RT yield stress. Fracture toughness was also improved,
though less than in the case of Fe-40Al-Zr-B alloy. The beneficial effect was due to the grain
boundary strengthening by carbon bearing particles. With increasing temperature, the fracture
mechanism in tensile specimens gradually changed with temperature from intergranular
decohesion to ductile dimpled fracture. In CT specimens from Fe-40Al-1C alloy, there was a
change of fracture mechanism comparing to the tensile specimens. Fracture morphology of
CT specimens tested at room temperature was characterized by transgranular cleavage facets.
At 400°C, CT specimens failed mainly by the mechanism of intergranular decohesion, while
at 600°C by the mechanism of transgranular ductile fracture.

Alloy with Ti addition displayed lowest strength and toughness. Both tensile and
fracture toughness specimens failed by intergranular decohesion at temperatures up to 700°C.
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The project pursues one of the basic trends in current building industry which is an
increasing demand for high-quality environmental-friendly building materials. Its main
subject is the investigation of advanced building materials and their properties. The research
work in this field is directed to materials of high-level utility properties which in comparison
to currently used materials can be characterized by higher durability and lower demand for
raw materials belonging to exhaustible resources, by the decrease of greenhouse gases
emissions necessary for their production and by the reduction of the total energy consumption
[1-3]. The main aim of the project is to contribute to the development of high-performance
materials containing alternative silicate binders and to analyze their durability properties.

The main task in the initial period of project solution was the design of composition
and production technology of cement based high-performance materials containing alternative
silicate binders. Preliminary studies have shown that among this type of binders, metakaolin
is in the conditions of Czech Republic the most perspective. The supply of ground granulated
blast furnace slag is almost exhausted in the Czech Republic because it became a common
raw material in cement industry. Fly ash from Czech sources has quite unstable composition
so that the properties of the resulting composite are variable. Silica fume became too
expensive and its sources are very limited. On the other hand, in the Czech Republic there are
rich sources of kaolin. Therefore, the choice of metakaolin as the alternative silicate binder
for the investigations within the framework of this project was a logical solution.

The effect of metakaolin as partial replacement of Portland cement on the properties of
HPM mortars was investigated for 33 mixes prepared as follows: 6 reference mixes without
metakaolin, 6 mixes with the extra addition of metakaolin to Portland cement, 21 mixes with
metakaolin used as partial (5, 10, 15% of the cement mass) replacement of Portland cement.
The water to cement ratio (w/c) was chosen in three alternatives: 0.33, 0.45, 0.55.
Superplasticizer was used to improve the rheological properties of mortars with w/c = 0.33.

The effect of metakaolin on the properties of above listed mortars was tested by the
measurements of flexural and compressive strength (28 days old samples), consistency of
fresh mixture, density, volume density and porosity of hardened mortars. These properties
served as the basic criteria for the choice of the most perspective solutions which are
supposed to be investigated in more detail in the second year of the project solution.

It was found in the experiments that the type of cement had a systematic effect on the
mortars density for the reference mixes only; the density of mixes with CEM I 52.5 N was
significantly higher. For the mixes with metakaolin a similar effect was not observed. The
amount of metakaolin also was not a decisive factor for density values. Differences of
measured bulk densities and porosities were more significant. The lowest porosity was
determined in mixtures with low w/c (0.33) and 10 to 15 % of metakaolin and 2 % of
superplasticizer. Metakaolin was active not only as pozzolanic admixture but also as
microfiller; porosities of reference mortars (w/c 0.33) were about the same value as in case of
mortars with added metakaolin and higher w/c. Effect of superplasticizer dosage (1 or 2 %)
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on porosity was detected in mixtures with cement CEM 42.5 R where its higher dose led to
decrease of porosity by 10 % absolutely. In mixtures with cement CEM 52.5 N this effect was
less than 3 %.

The effect of the higher amount of superplasticizer which positively affected the mix
workability on the compressive strength was not straightforward and the obtained results did
not allow any generalizations. Therefore, it seemed reasonable to choose 1 % dosage for the
final mix, considering the price. The amount of metakaolin as a parameter influencing the
compressive strength was not important for the samples made from cement CEM I 42.5 R
with w/c = 0.33 only. In all other cases the compressive strength increased up to 10% or 15%
of metakaolin as cement replacement. So, the replacement of 10% of cement by metakaolin
could be considered a safe solution from the point of view of compressive strength where the
effect of metakaolin was always positive. The decrease of compressive strength with the
increasing w/c was quite remarkable, in the range of 20-40%. The value of w/c = 0.33 was
then an apparent solution, taking into account the quality of the hardened mixture on one side
and the only slightly higher demands on the technology on the other. The type of cement was
found a very important parameter. The mixes with CEM I 52.5 N achieved in most cases
higher compressive strengths than those with CEM I 42.5 R. This effect was more
pronounced for w/c = 0.33. For the most prospective mixes from the point of view of
previously mentioned parameters the increase of compressive strength was approximately 10
%. The flexural strengths followed similar trends as the compressive strengths. The
differences were for mixes with the same w/c mostly lower than in the case of compressive
strength. On the other hand, the increase of w/c was manifested in more remarkable decrease
of flexural strength, up to 60 %.

As it follows from the results given before, the relative improvement of the analyzed
properties was higher when metakaolin was added to lower grade cement CEM I 42.5 R.
However, generally better properties achieved the mixes made using the higher grade cement
CEM 1 52.5 N. Summarizing the experimental findings, the following mix could be
considered as the most promising with respect to the expected durability: Portland cement
CEM I 525 N, 10 % of cement replaced by metakaolin, w/c = 0.33 and 1 % of
superplasticizer to improve the rheological properties of fresh mixture. This mixture which
met best our requirements will be further studied, possibly also slightly modified in the
further course of the solution of the project.
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In concrete production, around 90% of all energy consumed is used to obtain cement,
which is also a major source of CO, emissions. On this account, partial replacement of
cement binder with the alternative silicate binder materials is profitable from ecological as
well as from economical point of view. Also one of the principal trends of present civil
engineering is demand for high quality building materials. The addition of ground solid
materials, collectively called mineral admixtures or supplementary cementing materials, to
concrete is an established practise in modern concrete technology. Admixtures are added for a
variety of aims above all to replace cement improving the workability of fresh mixture or
mechanical and durability properties of hardened concrete.

Alternative silicate binders such as fly ash, ground granulated blast furnace slag, silica
fume and metakaolin have a high potential to replace a part of Portland cement in concrete
due to the generally recognized necessity to decrease the amount of carbon dioxide in
atmosphere. Fly ash, ground granulated blast furnace slag and silica fume appertain to the
waste materials, while metakaolin is produced by thermal decomposition of kaolin without
production of CO,. Metakaolin is burnt kaolinite at temperatures between 500 — 850°C, i.e.
above the temperature of kaolinite dehydration. The mineral admixtures interact chemicaly
with the hydrating Portland cement to form a modified cement paste microstruxture [1]. The
mechanism of pozzolanic activity of metakaolin, similarly as with other pozzolanic materials,
is based especially on the ability of amorfous or glassy silica, which is the major component
of a pozzolan, to react with calcium hydroxide formed from the hydration of the clacium
silicates. The products of this chemical reaction are C — S — H gels and crystallization
products, e.g. C,AHg and C,ASHg (gehlenit hydrates). The developed compounds should
implicate higher strengths of cement mortars with pozzolana addition compared to pure
cement mortars. Quality of pozzolanic activity of particular types of metakaolin is based on
the sort of raw materials used for their production, method of calcination and on granulometry
of the final product.

Mineral admixtures can be used in two ways, as an addition or as a replacement of the
Portland cement. When used as an addition, the cement is kept the same, while pozzolan
substitutes sand in mixture. When used as a replacement, it replaces cement. Metakaolin can
replace 5 - 15% of cement by weight at concrete production where it can be used instead of
microsilica. It can also be utilized in the production of geopolymers. The reason for using
metakaolin in the mentioned applications is the supposed increase of compressive and
flexural strength and frost resistance, decrease of water-absorption and reduction of the
occurrence of efflorescence. Positive influence of metakaolin on mechanical properties as
well as chemical resistance of concrete has been already documented in several studies [2, 3].
Regarding the price of metakaolin, one of the goals was to find an ideal quantity of
metakaolin to be used as admixture in concrete.

To find an admixtures influence to tested cement mortars it was prepared some sets of
mortar mixtures, finally thirty five different cement mortars. The metakaolin was used as a
replacement 5, 10 or 15 % weight of Portland cement. For the comparison also pure cement
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mortars were mixed. The water/cement ratio was 0.33, 0.45 and 0.55. In the case of the lowest
w/c ratio polycarboxylate superplasticizer was used to improve workability of the fresh
mixture.

Both inorganic binding materials were of the Czech origin, cement CEM 42.5 R was
manufactured in cement mill Hranice and CEM 52.5 N was produced by cement factory in
Radotin. Used silica aggregates of fraction 0/2 mm were produced by Heidelberg Cement
Group, Brnénské pisky Inc., affiliate Bratc¢ice. Metakaolin MEFISTO K 05 was delivered by
company “Ceské lupkové zavody Inc.”, Nové Straseci. It is a highly active pozzolanic
material on metakaolinite basis, which dominant parts represent SiO, (55%) and Al,O3
(41%). The minority compounds represent Fe,Os;, TiO,, CaO, MgO, and Na,O. Average
particle size of metakaolin is in the interval of 3 to 5 um.

Tested mixtures were prepared using laboratory mixing machine with forced rotation
for 3 minutes and then compacted using vibrating machine. Each mixture was cast into
standard prism forms, with dimension 40 x 40 x 160 mm. After two days all prisms were
taken out of forms and then cured for 28 days in high relative humidity environment.
Investigation of mechanical parameters was carried out according to the Czech-European
technical standard [4]. The compressive and flexural strengths were determined as the most
important mechanical parameters for composite materials. The compressive strength was
determined using the hydraulic press ED 60 on the remainders of the specimens after bending
test. The flexural strength was measured using standard three-point bending test with power
press FP100.

The measured values show the both compressive and flexural strengths of tested
mortars with metakaolin as a replacement of Portland cement visible increased or hold the
same, closely, strength of mortars with Portland cement CEM 42.5 R increased about 20%,
while no influence on tested parameters of mortars prepared from Porltand cement CEM
52.5 N was observed. The compressive strength rises the most, about 26%, by mixture with
10% of metakaolin and w/c = 0.45 in the comparison with pure cement mortar, while in the
case of Porltand cement CEM 52.5 N the highest values of compressive strength for samples
with 15% of metakaolin replacement was found. In the case of flexural strength no
remarkable trend was traced but we can say all values increased due tu metakaolin addition in
the comparison with pure cement mortars. Regarding to metakaolin price and influence on
tested mortars as an optimal amount of Portland cement replacement 10 — 15% can be
recommended.
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Directed design of properties of new materials and their systems becomes a
recognized treatment in civil engineering in the last decades. This leads on one side to the
increasing quality of products but on the other to an increasing need of complex testing
methods that are able to evaluate this quality with a sufficient reliability and in a reasonable
time in different conditions. The computational methods used for estimation of hygric
parameters of porous materials which meet the requirement of obtaining results very fast
already belong to well established techniques (see, e.g., [1], [2]). However, most of the
researchers in this field work solely on computational techniques, without a direct contact
with experimental measurements. In this project, the multi-scale modeling procedures are
combined with experimental techniques which makes possible an immediate calibration and
verification of the applied computational models. Therefore, the quality of the computational
outputs for hygric properties and their accuracy should be significantly higher than in most
other applications of multi-scale modeling. In this paper, apparent moisture diffusivity and
water vapor diffusion coefficient of several lime-metakaolin plasters are measured.

The composition of lime-metakaolin plasters is shown in Table 1. They differ in the
lime used for their preparation, which is chosen in such a way that all major lime producers in
Czech Republic are present, and are denoted as S2-S5. Metakaolin MEFISTO produced by
Ceské lupkové zavody Inc., Nové Straseci, was used as the pozzolanic admixture.

Table 1 The composition of lime-metakaolin plasters

Natural quartz and basalt sand
Material Lime with continuous granulometry | Metakaolin w/b
(kg) 0 to 4 mm (kg) -)
(kg)

S2- Stramberk | 2.08 7.5 0.48 0.258
S3-Vitosov 2.08 7.5 0.48 0.263
Sd-Certovy 15 g 75 048 | 0223

schody
S5- Mokra 2.08 7.5 - 0.266

The water vapor transport parameters of the studied lime-metakaolin plasters are
shown in Table 2. The measured values of water vapor diffusion coefficient D and water
vapor diffusion resistance factor p of all studied materials exhibited not very high differences.
The fastest water vapor transport was observed in the material S5 (the only lime plaster
without metakaolin), the data measured for other materials were within the error range of the
experimental method.
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The data for liquid water transport parameters are shown in Table 3. The apparent
moisture diffusivity k of the material S5 (as well as the water absorption coefficient A) was
significantly higher than for the other materials where the differences were within the error
range of the experimental method. So, the results were in a qualitative agreement with the
water vapor transport parameters in Table 2.

Table 2 Water vapor transport properties of studied lime-metakaolin plasters

5/25-30% 97/25-30%
Material D u D 4
[m’s™] [-] [m’s™] [-]
S2 3.00E-06 7.7 1.43E-06 16.1
S3 2.54E-06 9.1 1.53E-06 15.1
S4 2.63E-06 8.7 1,41E-06 16.3
S5 4.00E-06 5.8 1.91E-06 12.2

Table 3 Water transport parameters of studied lime-metakaolin plasters

. A K
Material e g /2] [m2 S_]]
S2 0.159 1.89E-07
S3 0.127 1.60E-07
S4 0.130 1.53E-07
S5 0.182 2.78E-07

The experimental results presented in this paper have shown that the addition of
metakaolin in the amount of about 25% of mass of lime led to an about 20-35% decrease of
water and water vapor transport parameters compared to the lime plaster which is a relatively
small difference. The type of lime as for the different producers was not found to be a
significant factor affecting the hygric transport parameters.
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Despite the gradual shift in the high performance materials (HPM) design and
application philosophy towards a generally recognized necessity to measure a wider scale of
HPM parameters, mechanical properties still remain the far most frequent parameters
investigated. For water and water vapor transport and storage properties of HPM containing
alternative silicate binders only very few references were found in common sources within the
last years. For instance, Khan [1] determined the sorptivity of several high-performance
concretes incorporating fly ash and microsilica prepared with different water/binder ratios.
Khatib and Clay [2] studied water absorption characteristics of metakaolin concrete. Razak et
al. [3] compared water sorptivity of concrete with metakaolin and silica fume. Bai et al. [4]
measured sorptivity of concretes with pulverized fuel ash and metakaolin. In this paper, basic
hygric properties of concrete with metakaolin admixture are investigated. The obtained data
can be applied as input parameters of computational models for hygrothermal performance
simulation and service life prediction.

The high performance concrete mix studied in the paper was prepared with Portland
cement CEM I 42.5 R (the specific surface area 341 m’/kg) as the main binder. A part of
cement was replaced by metakaolin MEFISTO K 05 (CLUZ, a.s., Nové Straseci, the specific
surface area 13.06 m*/g). The amount of metakaolin in the HPC mix was optimized according
to the compressive strength of the resulting concrete. The best results in this respect were
achieved when the quantity of metakaolin was 10% of the mass of cement. For the sake of
comparison, also a reference mix BR with only Portland cement as the binder but all other
components the same as in BM was investigated. The total mass of binder in the reference
mix was the same as in BM.

The basic physical properties of studied composites measured by the water vacuum
saturation method are shown in Table 1. The bulk densities of both materials differed by
about 1.5%, matrix densities by 1%, open porosities by 6%. These differences fall within the
error range of the measuring method.

Table 1 Basic physical properties of the studied concretes

. Bulk density | Matrix density | Open porosity
Material [kg m”] [ke m™] [% m’ m>]
BR 2380 2715 12.3
BM 2366 2691 13.0

The results of measurements of water vapor diffusion resistance factor p of the
analyzed composites are presented in Table 2. The p values of BR were in the both ranges of
higher and lower relative humidity about 2-3 times lower than for BM. This does not agree
with the open porosity data in Table 1. The apparent moisture diffusivity of BM (Table 3) was
almost two times lower than of BR which agrees reasonably well with the results of water
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vapor transport measurement but not with the measurements of open porosity. The most
probable explanation of the poor agreement of water and water vapor transport parameters
with the porosity data is probably in the topology of the porous space of both materials and
their pore distribution.

Table 2 Water vapor transport properties of the studied concretes

97/25 % 5125 %
“i;tf? ;ﬁ(l)ior Water vapor Water vapor Water vapor
Material ust diffusion diffusion diffusion
coefficient . . .
[mzs'l] resistance factor coefficient resistance factor
[s] [m’s] [-]
BR 3.63E-06 6.6 1.50E-06 15.8
BM 1.10E-06 21.0 7.09E-07 324

Table 3 Water transport properties of the studied concretes

Water absorption Apparent moisture
Material coefficient diffusivity
[kg m?s1?] [m?s]
BR 0.0099 7.15E-09
BM 0.0070 4.09E-09

The experimental results presented in this paper showed that the application of
metakaolin as partial replacement of Portland cement was a successful technological solution.
Both water and water vapor transport parameters decreased in a significant way which was
very substantial finding from the point of view of durability of concrete.
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Monitoring of quality and health harmlessness of biological agricultural products
during their manufacturing and storage requires complete knowledge of physical material
properties. The quality assessment and guarantee of the safety of foodstuff belong to the main
priorities in food industry. Within the technological processing of agricultural products,
temperature and moisture content of rare materials have the crucial importance on the quality
of final products. They present the most important parameters having clear relation to the
character of physical, chemical and physiological processes in biological agricultural
materials. On this account, advanced and sophisticated devices and testing methods have to be
developed for moisture, relative humidity and temperature measurement in agricultural
materials.

For the relative humidity measurement, several methods was developed and tested till
now. Among them, especially sorption methods based on changes in physical-chemical
properties of materials due to the change of the amount of absorbed water can be used for the
relative humidity measurement in biological materials. The moisture absorbed by the material
can cause a change of its volume, mass, electric resistance, permittivity, etc. Therefore, the
sorption moisture meters can be divided into several groups; dilatation, resistance,
capacitance, resonance, and semiconductors moisture meters [1]. Also electrolytic relative
humidity meters can find use in measurement in agricultural materials. This method is based
on the determination of an equilibrium state between a hygroscopic substance and water
vapour. It employs the fact that for every ionic salt, the temperature of the equilibrium state
between the water vapour pressure above a saturated solution of the ionic salt and the water
vapour pressure in the surroundings is exactly defined and known. This can be utilized for the
determination of the absolute moisture content of the measured gas. Electrolytic moisture
meters employ mostly LiCl as the ionic salt, because its equilibrium water vapour pressure is
sufficiently low at room temperature.

The currently applied methods for the temperature measurement are also highly
precise and sophisticated. For application in agricultural and food industry, especially electric
resistance and thermoelectric thermometers can be used [2].

On the other hand, measurement of moisture content in agriculture products is affected
by several groups of factors that have clear relation to the accuracy of moisture meters. These
are, first of all, conditions of measuring, followed by inaccuracies introduced by measuring
equipment and especially the errors introduced by investigated material. Physical properties
of agricultural plant materials have varied effect on an accuracy of moisture measuring. These
properties are in very complicated mutual relationship. Biological materials are
macroscopically and microscopically considerably non-homogenous. They have non-
homogenous chemical composition, their components are of varied density, they contain
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admixtures and pollutants. Moreover, many of them exert continuous biological activity.
Their properties are dependent on many parameters, among whose are such as chemical
composition and structure of material [3]. Therefore, development of moisture measurement
method for general application for agricultural materials is not an easy task. We have already
referred in paper [4] about the applicability of TDR method for the moisture assessment in
granular agricultural products. Since the results were very promising and proved the
capability of TDR method for measurement of moisture content in agricultural products, the
TDR method was used also in this paper for monitoring sorption process in several types of
granular agricultural materials.

In the hygroscopic moisture range, where the transport of water vapour is the
dominant mode of moisture transfer, the moisture storage function is called the sorption
isotherm. The sorption isotherm presents the dependence between the water content in the
porous matrix and the relative humidity in the system. In this paper we have focused on
measurement of sorption isotherms of spring oat, wheat mixture Axis, barley mixture Expres,
and corn mixture. The material samples were provided by Slovak University of Agriculture in
Nitra, Faculty of Agricultural Engineering, Department of Physics. Within the sorption
isotherm measurement, the dried samples were placed into the desiccators with different
solutions to simulate different values of relative humidity. The experiment was performed
parallel in all desiccators in thermostatic chamber at 21 °C. The water adsorption and
desorption in a porous material are based on van der Waals forces between the surface of the
porous matrix and water molecules. The dry material mass increases after a contact with
moist air because of gradual bonding of water molecules from the air to the pore walls, in the
case of adsorption. At the moment of achieving the equilibrium state between the water
vapour pressure in the moist material and in the surrounding air this process is stopped. The
moisture content in specific samples was measured by the TDR method based on relative
permittivity measurement and by weighing the mass of samples in specified periods of time
until steady state value of mass was achieved.

The obtained results give clear evidence about the high binding capacity for water
vapour of all studied materials. From the point of view of applicability of TDR method for
such type experiments it can be conclude, the TDR method can be used for monitoring of
sorption process in granular agricultural materials typically from 30% of relative humidity. In
the lower range of relative humidity, the accuracy of TDR method is not sufficient.
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The aim of this study is to determine the stress — strain field generated in the Charpy
specimen taking into account the effect of thermally activated deformation.

The degradation of mechanical properties of reactor pressure vessel (RPV) due to neutron
irradiation is still worldwide discussed. The main indicator of change in mechanical
properties is ductile to brittle transition temperature (DBTT), obtained by Charpy impact
tests. Additional information to Charpy impact energy can be obtained by using instrumented
Charpy impact pendulum device. Nevertheless, this test does not report direct information
about stress - strain field in the instant of fracture. The stress strain field should be obtained
indirectly by numerical computation. Frequently there is a lack of experimental data on
irradiated material. In some cases, the only way of obtaining the material parameters is
identification procedure using the numerical model [1,2].

It is not still well understood influence of the irradiation on strain rate hardening.
Generally, it is supposed that irradiation has no effect on the hardening caused by the high
strain rate. In Ref. [3], the thermally activated processes were studied by means of tensile test
with various crosshead speeds. There were not observed differences of activation parameters
in the unirradiated and the irradiated conditions [3], but the investigation was done only in
limited range of strain rates.

The steel chosen for this study was the 15Ch2MFA (15Cr2MoV) tempered bainitic steel
[4]. This steel is used for fabrication of pressure vessels of VVER 440-type nuclear reactors.

The specimens were enclosed and neutron-irradiated in the same capsules as standard
surveillance specimens. The chains contained the set of activation monitors (including fast as
well as thermal neutrons) and also fission monitors. Each capsule contained two rings of
copper wire to evaluate the azimuthal fluence. The capsules were irradiated in emptied
surveillance channels in the VVER 440-type nuclear reactor. The mean irradiation
temperature was estimated after evaluation of the melting temperature monitors to 275 °C.

Tensile tests were carried out on the INSTRON 1342/8500+ hydraulic testing machine at
room temperature at constant crosshead speed of 0.5 mmmin™. Charpy tests were carried out
on an instrumented impact pendulum device Tinius-Olsen 74 (sampling frequency was
1 MHz) with nominal impact energy 358.5 J and nominal impact velocity 5.1 ms™ at various
temperatures ranging from -190 °C to +240 °C. The results of the instrumented Charpy tests
of neutron-irradiated and non-irradiated specimens are shown in [4].

The finite element method was used in order to compute the stress-strain distribution in the
Charpy V-notch specimen. For numerical modeling, the methodology developed by Rossoll et
al. [1] was adopted. 23 000 linear elements with selective integration were employed in the
finite element analysis (Marc® 2007). The mesh size in the notch root region was about 10
pum. The striker was modelled by a rigid surface contact element. A friction coefficient of 0.1
was assumed for contact surfaces. Loading of the specimen was made by imposing a fixed
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displacement to the striker. The computations were performed in the framework of finite
strains, with an updated-Lagrangian formulation. 3D quasi-static formulation was used. Due
to the symmetry only one quarter of the specimen was modeled. The mesh consisted of 8
layers in the thickness direction with decreasing node distance to the outer surface to account
for a gradient of stress and strain.

It was shown by Rossol [1] that the inertial effect is damped by viscoplasticity ahead of the
notch and vanishes rapidly so that the quasi-static computation is sufficient for the fracture
time which occurred in the DBTT range. On the other hand, 3D modeling is required. Heating
of specimen caused by impact test is confined to notch root, and practically does not affect the
stress - strain field [1]. Viscous effects due to high strain rates during the Charpy test were
modeled using the constitutive equation which takes into account the effect of thermally
activated deformation.

Strain hardening was identified from tensile tests of irradiated and non-irradiated
specimens. Extrapolation to strains larger than the uniform strain has been carried out with a
Hollomon formulation taking into account the deformation preceding the onset of necking.
For first 2% of deformation, linear extrapolation has been used as in Ref. [1].

The results of numerical modeling of Charpy impact test were compared with experimental
data. At the beginning, the identification was done for non-irradiated material. Subsequently
we made again identification for irradiated material and find out activation volume dependent
parameter for different neutron fluences.

The stress level computed using activation volume identified in non-irradiated state is
higher (more conservative) than with activation volume identified in neutron-irradiated state.

The activation volume was determined for non-irradiated state and for several different
irradiation conditions and it was found to increase with increasing fluency.

It was find out, that the maximum of stress distribution next to the notch in Charpy
specimen is shifted and increase with irradiation. Using of activation volume identified for
non-irradiated material can therefore lead to an overestimation of stress peak value in
irradiated material.
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From the industrial point of view the research activities of the Laboratory of Neutron
Diffraction (Faculty of Nuclear Sciences and Physical Engineering CTU Prague) are
concentrated to the quantitative texture analysis based on the ODF (orientation distribution
function). We have developed the experimental and data treatment procedures for this type
research. For example, we have determined the texture parameters on the oriented Si steel
sheets, the zirconium alloys (tubes for nuclear reactors), polymer materials (PVC foils) and
rock materials (CaCO3 test samples).

During last years the texture analysis methods were used to the investigations of the
preferred orientations of a many different rock samples. Neutron texture studies are especially
interesting because the high penetration of neutrons through the majority of materials is the
main advantage for examination of the textures of coarse-grained materials and rock materials.
Our study deals with the preliminary investigations connecting with the quantitative texture
analysis of rocks (calcite - limestone samples) by neutron diffraction with the Rietveld method.
Calcite belongs to the group of sedimentary rocks with very complicated polycrystalline
fabrics. The investigation of the structure parameters and the determination of the preferred
orientations of these crystal aggregates could help to give the answer whether the possible
structure constrains and features depends on the sedimentary processes of the rock structures.

The investigated limestone samples were collected near Chote¢, Bohemia, from a single
limestone fold. Two selected sampling points (C1, C2) represented a different level of the fold
inversion: The sample C1 was collected from the fold part with the original sedimentation
direction (SD) oriented nearly horizontally, in case of the sample C2 the later was turned
upside down. Distance between the sampling points was approximately 1m. Specimens for the
neutron experiments were then prepared in the two ways. Firstly, it was cut and shaped to the
oriented cube (the edges of the 20 mm) with the edges parallel to the three principal directions
forming a Cartesian co-ordination system: the SD, the direction perpendicular to the contour
lines of the fold (PD), and the contour direction (CD). Secondly, the powder sample was
prepared by ball milling.

Diffraction diagrams were collected on the neutron diffractometer KSN-2 equipped by
the texture goniometer TG-1. The obtained diffraction patterns were corrected for non-linear
background and then evaluated using the Rietveld method implemented in software packages
GSAS and Material Studio (Accelrys). We have defined an instrument coordinate system
(IJ,K) and a set of right-handed goniometer angles (Q,X,®) after the description given in [2].
The set of the measured patterns is consists the 43 sample diffraction vectors for data analysis
of the C; limestone sample and the 29 sample diffraction vectors of the C, one. Crystalline
structure of calcite was refined within the space group R-3c by means of the GSAS software
package [2,3]. Firstly, we refined the powder samples and we determine the complete set of
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structure parameters (Table 1). In the beginning, the individual scale factors and background
coefficient for each powder pattern were determined. Then the average values of the lattice
parameters were used in the refinement process for the spherical harmonic determination. The
orientation distribution function (ODF - spherical harmonic coefficients C/™") were determined
by the Rietveld method [2,4]. Final refinements for the both samples C, and C, were done with
mmm sample symmetry and maximum harmonic order L=8. Results are given in Table 1.

Table 1. Crystallographic parameters for calcite samples.

Sample Clpowder C2powder Claver Cuver
space group R-3c R-3c R-3c R-3c
a/A/ 4.9764(5) 4.9769(5) 4.9846(6) 4.9840(6)
c/A/ 17.013(4) 17.014(4) 17.041(7) 17.046(7)
xo/A/ 0.2577(5) 0.2580(5) 0.2571(6) 0.2577(7)
p /em’!/ 0.298(3) 0.285(3) 0.302(4) 0.297(6)
P - - 1.14 1.47

Rup /% / 5.51 5.92 11.8 12.3

Remarks: Samples: Clyowder, C2powder - powder samples, Cla.e - average values from 43 powder
diffraction diagrams, C2,.. - average values from 29 powder diffraction diagrams; Atomic
coordinates: x, ¢ and x, (oxygen parameter); p linear absorption coefficient /cm™/; P texture
level (maximum) in MRD (multiple of random distribution); GSAS refinement: sample
symmetry: mmm, maximum harmonic order L=8.

Texture of the samples can be characterized as follows: (i) the sample C1 posses a
moderate texture (the calculated ODF sharpness f = 1.14) and the remarkable declination of
crystalline c-poles from the SD (ODF maximum occurs within the B-range 50° - 70° 3 is the
polar angle). (i) Texture of the sample C2 is more pronounced (f = 1.47), and the c-poles
orientation is closer to the SD (B = 0° - 20°). Crystallographic and texture parameters are given
in Table 1. The diffraction patterns gave evidence about traces of additional crystalline phases;
their identification is under progress.

The results show that the procedures can be successfully applied to investigation of
rock materials and can provide the valuable information about the texture forms and related
properties.
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Currently, gypsum is the subject of increasing research attention as low-energy
demand and ecological building material. Possibilities of a wider use of gypsum in building
industry are searched. One of the promising ways of new gypsum utilization is production of
lightened composite materials — gypsum based foams. Such material features, besides the
lower bulk density than common gypsum, significantly lower heat conductivity. On the other
hand, the foamed materials generally have lower strength than the “compact” ones.

There are several ways how to reduce the bulk density (increased porosity) of gypsum.
Pores can be introduced to the plain gypsum by adding of a granular porous filler or a pre-
prepared foam. The alternative way is preparation of mechanically aerated gypsum by
vigorous mixing of gypsum slurry with added surfactants. The last, but most interesting
possibility is to generate bubbles directly in gypsum by a suitable gas-evolving chemical
reaction. The most common foaming gas is carbon dioxide (CO,) which is generated by
reaction of an acid compound with a carbonate or bicarbonate in situ. Many types of the acid
component are mentioned in literature, e.g. HCI, organic acids, H,SO4 or various sulphates
[1]. As the carbonate component was mostly used CaCOs.

The main problem of chemically foamed gypsum composites is un-even size
distribution of generated pores and bubbles. The large bubbles (diameter in range of a few cm)
are formed randomly and they cause undesirable variability of mechanical and thermal
properties of such foamed materials. This problem was attempted to be solved in the present
work by addition of fine granular filler to the chemically foamed gypsum composite. The pore
size distribution of prepared materials was determined.

Three materials were prepared. The fundamental material was -gypsum produced as
by-product in process of flue gas desulphurization in power plant Mélnik. The reference
sample P1 was prepared just by mixing of gypsum powder and water. The sample P2 was
chemically foamed by adding of calcium carbonate and aluminium sulphate solution. They
react according Eq. 1 while CO; is evolved. The sample P3 was foamed chemically in the
same way as P2, but the fine granular filler — perlite — was added in addition. The sample P3
may be hence called hybrid lightened composite material. The samples were mixed in
laboratory mixer and three test samples (40 x 40 x 160 mm) were prepared from each mixture.
The samples were characterized from the point of view of materials texture [2]: bulk density
was determined by measuring and weighing of dried prisms. The matrix density was
determined by helium pycnometry by apparatus Pycnomatic ATC (Porotec, Germany). The
pore size distribution was determined by Mercury Intrusion Porosimetry (MIP) performed by
help of PASCAL 140 and 440 instruments (Thermo, Italy). The MIP data were combined with
total porosity determination in order to overcome the MIP restrictions [3]. The thermal
conductivity coefficient was measured by ISOMET 104 (Applied Precision, Slovakia).

220



WORKSHOP 2009

MATERIALS ENGINEERING

AL (SO,),+3 CaCO, +3 H,0 -3 CO, +3 CaSO, +2 Al(OH),

Table 1: Fundamental properties of foamed gypsum based composites.

Thermal
Density Bulk density Porosity conductivity
Sample kg m” kg m? % w.m! K
P1 2314 945 59.2 0.39
P2 2193 661 69.4 0.16
P3 1940 547 71.1 0.12

(Eq. D)

The fundamental texture properties and thermal conductivity coefficient of the studied
materials are presented in Table 1. The total porosity was determined by means of density and
bulk density. The plain gypsum (P1) porosity is cca 60 %, the chemical foaming by
aluminium sulphate and calcium carbonate (P2) increases the porosity to cca 70 %. The
addition of perlite (P3) does not have any large influence on the total porosity. The
measurement of thermal conductivity of prepared materials is in agreement with the total
porosity increase in the foamed samples. The crucial difference between samples P2 and P3
lies in pore size distribution. The MIP measurement showed that plain gypsum (P1) is
unimodal material having whole pore volume concentrated in narrow range of pores of
diameter around 1 pm. The chemical foaming (P2) shifted the maximum on the pore size
distribution curve to the largest pores (diameter > 100 pm). When the perlite filler was added
(P3) the measured pore size distribution was much more flat than in P2 and the maximum was
shifted back to smaller pores. It means that the filler reduced the formation of the undesirable
large bubbles.

The hybrid foaming of gypsum by in situ evolved gas and fine granular filler was
found to be successful way to formation of an evenly distributed pore system [4]. The
prepared material P3 will serve as fundamental point in further development of hybrid
lightened gypsum composites.
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Popularity of using composite materials in civil engineering is rising throughout the
whole world. Corrosion-proof ability, high strength and low weight namely point on GFRP as
a new effective material. This trend places big emphasis on good design. Lack of information
about these materials intended for concrete reinforcement is caused by short term of using
these materials in civil engineering in the Czech Republic. Therefore some fundamental
researches have been done regarding basic material properties assessment. Nevertheless
concrete structures for civil purposes are design for more than 50 years so creep test was
performed in order to clarify long time behavior.

This paper is focused on creep of concrete slab which is reinforced with prestressed
GFRP (Glass Fiber Reinforced Polymers) tendons. Prestressing of GFRP tendons is very
useful because it decreases the negative effect of low elasticity modulus (six times lower than
steel) of GFRP tendons. This long term experiment was made in Experimental Center of
Faculty of Civil Engineering, CTU in Prague. Experiment has begun in January 2008.
Proposed testing time was one year.

The concrete slab is 4,5 meter long and 4 meter span. Cross-section is 600 x 200 mm
(width x height). It was reinforced with four prestressed GFRP tendons which were placed 50
mm from lower fibers. Four vibrating wire strain gages (VW) were embedded in the slab.
Two were placed on the end of the slab and the other two in the middle of the slab. One strain
gage from each pair was embedded close to the upper fibers of slab and the other one to the
lower fibers of the slab. GFRP tendon’s basic characteristics were:

e Modulus of elasticity: 41,0 GPa

e Tensile strength: 654,0 GPa.

e Diameter: 14,0 mm

e Stress-strain diagram: Linear - elastic

GFRP tendons were pre-tensioned to circa 30 % of its tensile strength before concrete
were casting according to the [4] recommendation. That refers to the force 30 kN in each
tendon. Pre-stressing was put into the slab 14 days after casting. Concrete slab was loaded at
the age of 28 days after casting with two 1000 kg weights in thirds of the span. Slab was
designed as a simple supported beam. Three displacement sensors were placed under the slab
for measurement of the deflection. One was set in the middle of the slab and the other two
were set under the each loading point.

Four concrete cylinders were cast in order to determinate concrete shrinkage and
temperature effects. VW strain gages were embedded into all cylinders. Two cylinders were
moreover permanently loaded.
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The concrete slab and the cylinders were loaded in the same time. Regular
measurement of the strain and deflection has been implemented since the load has been set.
Duration of the experiment was designed for one year.

After 330 days the deflection in the middle of the slab had seems to be stabilized on
the value 19 mm. Service-ability limit state allows maximal deflection 1/250L which equals to
16 mm. Therefore SLS requirements were already overstepped The strains of both of the VW
strain gages placed on the end of the slab were caused only from shrinkage of concrete that
corresponds to the theoretical predictions of simple beam. Values of these strains were about -
400,0 um/m after 330 days. The reading of the middle VW strain gages are affected by the
stress in the upper and lower fibers as well as the shrinkage. The upper VW strain gage’s
value was -700 um/m. Lower VW gages value was +700 um/m after 330 days. These values
correspond to the theoretical prediction of simple beam. The experiment was not finished
while writing this paper.

There will be numerical model executed after the experiment is terminated which
includes the creep and shrinkage numerical models with data from experimental readings
from GFRP tendon relaxation.
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Service life of steel-reinforced concrete structures is in many cases limited by the durability
of the reinforcement itself. There are several possibilities how to improve corrosion resistance
but none of these measures or its combination has proved to eliminate the long-term risk of
steel corrosion [1]. For this reason in recent years non-metallic reinforcement, such as fibre-
reinforced polymers (FRP), has gained great deal of interest by many researchers [2].

FRP reinforcement is by nature corrosion resistant and therefore it can be successfully used
in highly corrosive environments such as bridge decks, off-shore structures and slabs in
chemical factories where high corrosion resistance is required. Furthermore, FRP
reinforcement has other great properties such as low self-weight, magnetic transparency,
thermal non-conductivity and generally higher tensile strength than steel.

Behaviour of FRP bars, however, is different than that of steel and is highly dependent on
the type of fibre and the production process. Typical mechanical properties of glass (GFRP)
and carbon (CFRP) fibre reinforced polymer bars in comparison with steel are shown in
Tab. 1.

Tab. 1: Material characteristics of FRP reinforcement

Reinforcement Modulus of Yield strength Tensile strength Bulk density
type elasticity [GPa] [MPa] [MPa] [kg/m®]
Steel B500 210 500 550 7850
GFRP 20 ~45 - 450 + 900 2000 + 2300
CFRP 110 + 140 - 1500 + 3000 1700 + 2000

Because of its promising properties, FRP bars have been studied all over the world. The
main research areas include durability of FRP bars in alkaline environment, flexure and shear
behaviour of structures reinforced with either normal or pre-tensioned FRP reinforcement.
However, virtually no work has been in done in terms of fatigue of concrete members pre-
tensioned with FRP tendons.

In general FRP bars have significantly higher creep than steel [3] and therefore large pre-
stressing force losses can be expected. Because of this different behaviour a preliminary
research program in terms of fatigue was conducted in Experimental Centre, CTU. This paper
presents the most important findings as well as experimental layout and procedure description.

The experimental setup was as follows. Six 4.5 m long concrete slabs with rectangular
cross-section (0.6 x 0.2 m) were prepared for this experimental work. Each slab was
reinforced with five CFRP tendons with a bar diameter of 6 mm. Before each slab was casted,
the tendons were pre-stressed so that the stress level corresponds to 950 MPa stress in every
one of them. After the slabs were demoulded (ie. 15 days) the tendons were released from the
pre-stressing apparatus and the jacking anchors were cut. The class of the concrete used was
C30/37 XF, with Dppax 22 mm.

Seven slabs were prepared and tested in total. Three slabs were subjected to cyclic loading
and the other ones were kept still in laboratory environment. Based on the previous
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experimental work the amplitude of the loading force during the cyclic loading was set up to
20 kN and the frequency of the loading was set to 4 Hz. The magnitude of the loading force
was selected so that the macro-cracks do not propagate into the concrete tensile zone. The
total number of loading cycles was approximately 1.2 million. After the cyclic loading was
finished slabs subjected to fatigue were tested in four point bending test until destruction. The
reference samples were tested after approximately 28 days from concrete casting. Ultimate
load resistance and stress-strain diagrams were compared for the reference samples and slabs
subjected to fatigue. The ultimate load and central deflection at failure of the slab is compared
in Tab. 2. Because the first slab (PCFRP 1) cracked during the setup of the experiment the
results are excluded from Tab. 2.

Tab. 2: Ultimate load and deflection at the center of the span

Sample Age of the slab at Ultimate load at Deflection at the
testing failure [kKN] centre [mm]
PCFRP 2 44 56.2 70.1
PCFRP 3 fatigue 43 53.7 72.0
PCFRP 4 28 60.4 77.2
PCFRP 5 fatigue 48 55.4 70.6
PCFRP 6 30 55.0 66.9
PCFRP 7 34 53.5 77.3

Table 2 clearly shows that there are no significant differences between the slabs which
were subjected to fatigue loading and slabs which were kept still in laboratory environment. It
is also important to mention that the differences in the load bearing capacity can be caused by
slight deviations in curing procedure and concrete batch mixing.

Based on the experimental data obtained it can be concluded that fatigue has no significant
influence on both stiffness and load bearing capacity of the slab. This result can be expected
as structures from reinforced concrete are usually very massive and they do not tend to be
influenced by fatigue and residual stresses. Also the service loads of concrete structures are
relatively low compared to its self weight. From the long term point of view, creep of the
composite tendons is much more significant issue than fatigue and therefore needs to be taken
into account. As the composite reinforcement is a visco-elastic material it was proved [3] that
it will creep more than steel. Also the interfacial bond between the reinforcing bar and
concrete can be influenced over time. However, more intense testing is purposed and more
research on long term behaviour of CFRP reinforced structures is needed.
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A significant demand for new materials is today especially for materials that can
withstand more than usual and bring better properties within. Answer can be found in
composite materials when dealing with reinforcement in concrete. Carbon lamellas externally
glued to the structural elements are well known. Application of prestressed composite rod as
internal reinforcement brings many new questions. Regarding losses in pre-stressing tendon
relaxation is one we focus on in this paper. Main objective of this paper is therefore
presentation of GFRP rod relaxation which has been tested in Experimental Centre of CTU in
Prague. Furthermore a numerical model of relaxation has been created hand in hand with
experiment outcome. This paper shows results of test which has run for 132 days.

Many experiments have been done in the Experimental centre of CTU in Prague
regarding pre-stressing of GFRP rods (Glass Fiber Reinforced Polymers). Especially concrete
girders with GFRP rods and concrete girders with pre-stressed GFRP rods. Simultaneous
numerical approach has been carried out as well. Nevertheless both results form experimental
and numerical work haven’t fit at all. Therefore it has been searching for a reasonable answer
why it is so. It has been found out that if the pre-stressing force in the numerical model is
decrease compared to experiment the results are more close to the experimental data. In this
way it has been decided that some serious relaxation curve must be given in order to say
correctly what a force is really acting in the pre-stressing rods after certain time.

Relaxation test has been carried out in order to establish a stress decrease curve of
GFRP rod. Five hundred and forty centimeters GFRP rod has been prestressed to the tensile
stress 237,9 MPa that means circa 40% of its strength (600 MPa) and corresponding
elongation has been fully fixed. From this time on force acting in the GFRP bar has been
observed. Measuring has been recorded after regular time intervals. It has been verified
experimentally that the tensile stress decrease after 28 days to 218,633 MPa which is 8,1 %
loss. At the end of experiment at the age of 132 day tensile stress has reached 206,941 MPa
which is 13,01 % loss. Nevertheless the declaiming trend has not been fully settled. Therefore
another and longer relaxation test should be carried out in order to record a wider time range.

GFRP bars consists of thousands micro fibers glued together with a matrix - epoxy
resin. Single fibers carry all tensile stress. Epoxy resin takes care of the proper placing and
divides equally tensile stress in to all fibers. Fibers and epoxy resin work together side by side.
Therefore parallel model layout is chosen in order to set up physically reasonable model.

GFFR rod cross-section is consisting of glass fibers (73%) and matrix - epoxy resin
(27%). Young’s modulus of GFRP bar is set to 41,247 GPa. GFRP rod cross section has been
subjected to nano indentation in order to established Young’s modulus of single glass fibers
and matrix. From histogram of all nano indents is possible to determinate Young’s modulus
of the glass fiber (E;=53 GPa) as well as Young’s modulus of epoxy resin (E;=6 GPa).

226



WORKSHOP 2009 MATERIALS ENGINEERING

From parallel layout it’s obvious that total tension in GFRP rod is a sum of both
tensions in glass fibers and matrixes together. Nevertheless all links of the material chain
carry the same tensile stress.

Remaining parameters (E;;, M1;._etc.) appearing in the model has been fitted according
to the experimental data with sophisticated MATLAB 2007a algorithm. Solution of
differential equations in the numerical model was approximated by the Runge-Kutta 4" order
method (MATLAB 2007a).

Relaxation of GFRP rod is important process and its neglecting can cause a significant
problems. Tests made in Experimental centre approved that prestressed GFRP bar loses its
pre-stressing during time. The main outcome of this paper is that the GFRP bar relaxes and
this relaxation is not negligible and can cause serious problems. Unfortunately the test has
been ended at the age of 132 day when declaiming curve has not been settled so far. In the
future experiments a longer period will be examined in order to record a longer time-
depended behavior.

Concrete members with GFRP bars are obviously not suitable for enormously
permanent loaded elements. When GFRP bars are used than minimum permanent load should
be secured otherwise failure may occur.

References:
[1]1 M. JIRASEK, J. ZEMAN: Pfetvireni a porusovani materialii, Skriptum CVUT, 2006,
Fakulta Stavebni

[2] V. KAFKA: Zdklady teoretické mikroreologie heterogennich latek, Academia/Praha,
1984

[3] M. SEINOHA, J. ZEMAN: Micromechanical Analysis of Composites, CTU in Prague,
2002, Faculty of Civil Engineering

[4] J. ZEMAN: Analysis of composite materials with random microstructure CTU in Prague,
2003, Faculty of Civil Engineering

This research has been supported by the Ministry of Education of the Czech Republic
under the MNe: MSM6840770031 and by internal grant of CTU in Prague
under the Ne: CTU0801611.

227



WORKSHOP 2009 MATERIALS ENGINEERING

Determination of Material Characteristics
of GFRP Bars from Nano to Macro Level

R. Sovjak*, P. Maca*, J. Fornisek*, P. Konvalinka*, J.L. Vitek**

radoslav.sovjak@fsv.cvut.cz

*Experiemntal Centre, Faculty of Civil Engineering, Czech Technical University,
Thakurova 7, 166 29 Prague 6, Czech Republic

**Department of Concrete and Masonry Structures, Faculty of Civil Engineering,
Czech Technical University, Thakurova 7, 166 29 Prague 6, Czech Republic

Basic material properties have huge influence on the overall behavior of concrete
members reinforced with glassed based composite reinforcement. Each producer performs
another technology therefore basic material properties assessment should be carried out each
time in order to set up exactly basic mechanical characteristics.

High strength, low self weight, high resistant to salt water and another chemicals are
those that point of GFRP. Nevertheless small elastic modulus can be observed. GFRP bar is
consisting of two main products - glass fibers and matrix. Each of them has its special
behavior nevertheless together create a special product which behavior can be much different
that just a simple summation of these two. This effect is called synergism and it is a typical
composite material characterization.

Starting from nano level nano-indentation is performed o set up material properties at
the nano-level. Basic E-modulus of glass fibers as well as E-modulus of matrix- epoxy resin.
Huge scatter is found in the nano-indentation nevertheless the most values are situated around
6 GPa and 53 GPa. Therefore 6 GPa is Young’s modulus of matrix and 53 GPa is Young’s
modulus of the glass fiber.

Overall modulus of elasticity is tested at the FPZ 100 loading machine. A special
locksmith element is developed in order to record strain of the GFRP bar. Three sensors are
placed at the element. The locksmith element is fixed only to the GFRP bar at two levels. In
between distance is circa 160 mm. The acting force is recorder together with the elongation
therefore Young’s (elastic) modulus can be determinate. Five samples were measured.
Average Young’s modulus of elasticity was evaluated to 41,247 GPa with standard deviation
1,024 GPa. This overall value corresponds to the nano parameters investigation were equation
(1) must be hold.

c1-Ei+c2. Ex =Ecrre (1
Where:
C is proportional volume of glass (73%) or matrix (27%)
E is elastic modulus of glass fibers (53 GPa) or matrix- epoxy resin (6 GPa)

Therefore E-modulus of GFRP bar according to the equation (1) is evaluated as 40,31
GPa which is not far from the experimental readings measured at the FPZ loading machine.

Maximal strength capacity of the GFRP bar has not been reached because of maximal
loading capacity of the FPZ loading machine. The maximal capacity is 100 kN which
performs tensile stress 650 MPa in the d=14mm bar. Therefore no rupture was observed.
Nevertheless unloading part was recorded in the stress-strain diagram. The loading and
unloading part of the stress-strain diagram proved elastic-linear behavior of the GFRP bar up
to the tensile stress 650 MPa.
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Last but not least coefficient of thermal elongation has been evaluated. Some problems
were found under very high temperatures. Therefore elongation was tested only between room
temperature and temperature 100°C. Nine specimens were subjected to the 100°C thermal
heating for several hours. Afterward elongation was measured. From nine specimens average
value 7,114.10° K ' with standard deviation 0,384 10" K ' was measured.

Low elastic modulus is disadvantage of GFRP. Low elastic modulus performs enormous
deformations and indicates early crack development. Coefficient of thermal elongation
slightly differs from the coefficient of concrete nevertheless no strict restriction are taken.
More problematic is direction perpendicular to the fibers where coefficient of thermal
expansion can reach values 4-5 times higher than concrete. Therefore one and half diameter
cover must be secured as a sufficient restriction against cracking and spalling.
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The aim of the present study was to determine the difference of properties of oxide
layers arising on zirconium alloys during high temperature oxidation in VVER environment,
pure water and water with 36 ppm Li addition. The residual stresses o, crystallite size D and
micro strains € were examined by means of XRD. It has been shown that oxide layers of
alloys under investigation have had the different characteristics in the same oxidizing
environments. The “dry” and “wet” samples of two differently manufactured types of ZrINb
alloy (denoted 6 and 7) were investigated. The so-called “dry” samples were dehydrated on air
after corrosion expositions and “wet” samples were permanently kept in water after corrosion
exposition. A hydrated layer is formed in the oxide of wet samples. It can be interpreted as a
compact system of amorphous gel-like formations and crystalline oxide. Since the amorphous
gel cannot be detected by X-rays, the obtained characteristics are related only to the crystalline
part of the hydrated layer.

A D-8 Discovery powder diffractometer with CoKa radiation was used to measure
diffraction patterns. In oxide layers of the samples investigated, the measurements were
performed on {10-4} planes with 20 = 85.2° for CoKo radiation. The appropriate effective X-
ray penetration depth T = 3.68 um. The fitting procedure had to be used to obtain the
accurate profile characteristics such as peak position 20 and .integral breadth Wi,. The X-ray
diffraction method [1] was used to determine the macroscopic residual stresses G in oxide
layers. The method is based on determination of lattice strains €™ from which, subsequently,
the stresses were calculated by using appropriate macroscopic Young’s moduli. The
evaluation of the crystallite size and lattice strains was performed by using a ,,single-line*
method with the Pearson VII approximation of the profiles” shape.

The results of the experiment are given in tables 1 and 2.

Table 1

Average values of XRD obtained macroscopic stresses for wet (W) and dry (D)oxide layers of
ZrIND alloys (denoted 6 and 7) oxidized in several enviromments. R D-W is the difference
between the values of stresses for dry and wet samples. All the values are in Mpa

Environment water water VVER VVER |36 ppmLi | 36 ppm Li
Alloy 60 70 61 71 63 73
Averagec W | -1229 -1128 -1316 -1154 -1090 -1184
Average s D -1218 -1110 -1240 -1084 -1197 -1171
Ro D-W 11 18 76 70 -82 13
Error of measur, 65 83 70 65 71 58
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Table 2

Average values of XRD obtained microcharacteristics D and € for wet (W) and dry (D) oxide
layers of Zr1Nb alloys (denoted 6 and 7) oxidized in several enviromments. The values of D
are in nm

Environment water water VVER VVER [ 36 ppm Li | 36 ppm Li

Alloy 60 70 61 71 63 73
Average D W 15 17 15 19 13 16
Average D D 17 19 16 21 15 18

[Error of measur] 2 3 2 3 1 3

Averagee W | 0,0081 0,0080 0,0084 0,0080 0,0078 0,0082
Averagee D | 0,0082 0,0081 0,0082 0,0081 0,0079 0,0085
[Error of measur] 0,0006 0,0002 0,0003 0,0006 0,0002 0,0008

It follows from the data tabulated that:
- the values of macroscopic stresses G in the crystalline part of hydrated layers decrease in
comparison with those of dry samples. This effect is systematic except for the alloy 6 oxidized
in Li environment.
- the values of crystallite size D in the crystalline part of hydrated layers decrease in
comparison with those of dry samples. This effect is systematic.
- the values of crystallite size D in the crystalline part of hydrated layers for alloy 6 are smaller
in comparison with those of alloy 7.
It can be concluded from the results of measurements that
e the characteristics of wet samples observed by means of XRD are affected by the
aqueous environment for the alloys under investigation,
e the behavior of ZrINb alloys under investigation is found to be different in the same
oxidation environments especially in Li-enviroment,
e the oxide layers of alloy 6 contain more of the gel component in comparison with alloy
7 in the all oxidation environments with different pH.
This study refers to recent research [2, 3].
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A unique advantage of the laser hardening process over conventional heat treating
processes is the possibility to adjust its spot ideally to the contour requiring hardening and,
therefore, to achieve extremely high throughput.

Laser surface hardening is the heating of a surface by use of a laser and then allowing
rapid quenching by conduction. This provides a hardening on the surface of the material
through a solid-state transformation that results in the formation of a high-hardness
microstructure, i.e. martensite. The depth of the hardened zone may be altered by varying the
amount of heat input provided to the work-piece.

This work includes the results of the tests of heat treatment following materials:
X210Cr12 - high-alloy tool steel, used for cutting and cold molding tools, tools for sheet
metal cutting and moulds
90MnVS8 - tool steel, used for cutting tools for non-metallic materials, tools for sheet metal
cutting and tackle.
EN-GJL-200C -gray cast iron, used for casts with the wall thickness 8 + 45 mm
The experiments were performed on two lasers:

550 W GSI LUMONICS 701H Nd: YAG laser and

3100 W Rofin-Sinar DL031Q diode laser.

Laser surface hardening was applied on two types of surfaces — circular and flat and than was
analyzed the hardness on of the surface, the microhardness in the depth, the wear resistance
and the changes of the microstructure of the hardened materials.

For the measuring of the hardness were used three hardness testers — Leco V-100-C, VEB HPO-
250 and Shimadzu HMV 2.

Metallographical study was realized on JEOL JSM 5410 electron microscope.
For the testing of the wear resistance were used two different tribometers:

Amsler A135/275 tribometer, which is used for evaluating of wear of the circular surfaces
(specimens). The basic function of this machine is following: two specimens are rolling on

each other with a load, one specimen is hardened by laser, the second one is hardened
convetionally.
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